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Current process management system (e.g. ERP, workflow management systems) are ususally focused on supporting fixed organisational processes. Typically they are mainly used for highly specified and highly routinized organisational processes.

As an alternative, many organisations use communications support system or Groupeware (like email or Lotus Notes) to support their rapidly changing, non-routine processes. But these system typically require users to do a lot of work themselfes to keep track of and understand the ongoing processes: what has been done, what need to be done next and so forth. 

This dichotomy is paralleled by an old debate in the CSCW-literature about the nature of collaborative work. 

One side follows the beliefs that human actors typcally follow the cycle og problem analysis, solution search or synthesis, and then the execution of that plan. The goal of a process-oriented collaboration management system in this perpective is to increase the speed and efficiency of each of the steps in the cycle as well as facilitate their seamless integration. WfMS and other process management systems like Enterprise resource planning systems (ERP) are based on this research stream and have typcally focused on execution of standardised, predefined porcesses.

The other side see plans as resources for action, which are used in conjunction with the environment to articulate and reason about the next steps. Following this perpective typcally WfMS:s are too restictive as they traditionally prescribe the workflow and do not allow users to adapt the processes to the local situation. Therefore, researches following this tradition have often advocated using flexible communication support systems (like email and or docussion  databases) or repositories (e.g. document management/imaging systems) to support organisational processes, Those system, however, have the disadvantage that an actor typcally is on his/her own in deciding what to do next. 

During the ‘90s, many organisations launched large process oriented initiatives, often under the banners of business process reengineering (BPR) and total quality management (TQM). However, many of these efforts did not achieve their objectives. There are many reasons for this lack of success, one of them being the inadequate support for process management offered by current IT systems. Enterprise Resource Planning (ERP) systems and Workflow Management Systems have been developed to handle this inadequacy, but they have mainly been focusing on handling and automate pre-defined routine task.

Organisational activites often include a mix of both procedure-like and ad-hoc type parts.

Bridging between both perspective by developing systems that will support the whole range of dynamically organisational activity: from wellspecified and routine (reacting to exeption as they occur) to highly unspecified and situated. 

WfMS tradition. In the WfMS domain a number of projects have tried to address the issue of adaptivness and flexibility (see Birger comments). However, all of those approaches aim at completely specifying the process before it is started using some formal method (e.g. Petri nets) and adpoting them when executing occur. They typically do not allow the execution of partially specified or abstractly specified process decription. 

Processes that have started in one category of support system are stuck in that type of support. Even systems basing on event-condition-action rules (ECA), which are typically used for constraint preservation or AI-planning systems, do not allow for mobility across the specificity frontier. 

However, as traditional workflow systems have evolved, they have moved from the static modelling of well-defined processes to the capture and management of the uncertainty and change of processes in more complex and dynamic environments. For example, the design of complex artefacts such as automobiles or aircraft is a highly dynamic process. There is a constant evolution of the tools, techniques, and materials used in the design and construction of the artefact. The time scale of the design and manufacturing process is often counted in months or even years. Changes in personnel, resources, partners, and suppliers during the course of the process are expected, but the precise form that those changes will take cannot be defined in advance. These issues are precisely what researchers in artificial intelligence have been dealing with for a long time [Lander, 1999], [Santanu, 1999].

Emergent workflows [Jörgensen, 1999] constitute a particular category of workflow. An emergent workflow is described by a partially structured process model that emerges from the workflow itself; i.e. process definition and enactment are intertwined. Process definition, or planning, is viewed as an activity that is also a part of  the process it defines. Process model templates, fragments, and patterns are resources for adaptation rather than prescriptions of action. Change is considered the rule of the game, not as an exception to be handled in a manner similar to the way exceptions are handled in programming languages. Focus is more on a workflow instance level, less on a workflow type level.

The two approaches share some minimal assuption about human actors:

1) First, human actors are boundedly rational and have only minimal knowledge about the future. Consequently, plans are often imperfect, since they typcally can not account  for all possible circumstances. A process support system will therefor have to allow for runtime changes to the original plan and will have to provide contextual information about the running process to the actor as basis for reasoning about the possible next step. Process maps, a representations of plans, can serve as part of the such contextual information

2) Our environment includes well-structured and less well-structured problems. The solution strategi may also change over time as our understanding of a problem changes. A seemingsly simple problem may become highly complex, as new facets of the problem emerge during problem solving, rendering the original solution strategy inapplicable. 

Consequences of 1) and 2) and problems: 

A) Bridge the gap between the structured WfMS and emergen´t situated processes. The whole range of porcesses, from highly specified and routine to highly unspecified and dynamic should be supported. A process support/management system should be abel to interpret process models with varying degrees of specificity. It support users when chaning the process  specificity at run time.

B) Change can be understood as a series of improvisational embellishment (försköna, utsmycka) to existing practice. In other words: the actor attemp to solve the problem at hand following their interpretation of structure and the current context. This means that the emergent activity relies on some form of structure and thus some form of specificity. Improvisation does not materialise out of thin air. People need something to improvise on. This explains the limited success of communications support system for business process support: from an improvisational standpoint human actors using those systems incur (utsätta sig, dra på sig) the overhead of having to understand the contxt of the task at hand as a basis of improvisation. In domain of organisational activity, a process map with a low degree of specificity and information about the enactment context could help actors in their sensemaking. Any system that plans to support emergent activity should provide some structure as a contextual basis for situated improvisation. Process maps can provide such a structure.  

However, as traditional workflow systems have evolved, they have moved from the static modelling of well-defined processes to the capture and management of the uncertainty and change of processes in more complex and dynamic environments. For example, the design of complex artefacts such as automobiles or aircraft is a highly dynamic process. There is a constant evolution of the tools, techniques, and materials used in the design and construction of the artefact. The time scale of the design and manufacturing process is often counted in months or even years. Changes in personnel, resources, partners, and suppliers during the course of the process are expected, but the precise form that those changes will take cannot be defined in advance. These issues are precisely what researchers in artificial intelligence have been dealing with for a long time [Lander, 1999], [Santanu, 1999].

Emergent workflows [Jörgensen, 1999] constitute a particular category of workflow. An emergent workflow is described by a partially structured process model that emerges from the workflow itself; i.e. process definition and enactment are intertwined. Process definition, or planning, is viewed as an activity that is also a part of  the process it defines. Process model templates, fragments, and patterns are resources for adaptation rather than prescriptions of action. Change is considered the rule of the game, not as an exception to be handled in a manner similar to the way exceptions are handled in programming languages. Focus is more on a workflow instance level, less on a workflow type level.

Important properties of emergent workflow solutions are tailorability, accountability, and traceability. Tailorability allows organisations, groups, and individuals to adapt the workflow to their special needs and preferences in order to support empowerment, local variants and changing conditions. Accountability is supported when users are externalising what has been done. Traceability is supported when capturing both the history of the process definition and the enactment in an extended audit trail. The captured information gives unique material for later reasoning about the process, thereby increasing the probability of informed decision making and learning from experience.

One approach for addressing the problem of managing uncertainty and change in highly dynamic processes is to explicitly include goals in process specification. Goals are typically more stable in a process than the events and activities that are carried out to achieve the goals. Therefore, including goals in process specifications will provide a stable framework in which activities can be ordered and reordered. A process specification will then consist of a collection of goals and for each goal a tentative and adaptable structure of activities to be carried out for achieving the goal. For this approach to work, it is required that the implemented software system makes goals visible to the user. Thus, the notion of goals are not only used in the early requirements specification phases of software development – they are also explicit in the application logic of a system as well as in its user interface. This approach to modelling and development can be seen in Tropos [Mylopoulos, 2000], where intentional concepts are used in late software development phases.

ObjectDriver [Bider, 1997] by IbisSoft AB, is a method that also emphasise the goal of the process. It supports the development of interactive object- and time-oriented systems in within the field of management automation, but it is also suitable for the design and implementation of systems that supports highly dynamical processes. Examples of such systems are: Sales Management and Medical Patient Journal. Common for all such systems is the importance of availability of comprehensive information on everything that has happend to be able to plan what is going to happen in the future. At the core of the ObjectDriver approach is a small number of constructs which are used for expressing the variety of application environments. The basic constructs are: Object, Event, Activity and History. None of them is new; the novelty of the ObjectDriver approach lies in the way these concepts are used to express various elements of application worlds, e.g. plans and calendars, see Appendix 1.

IbisSoft AB and the Department of Computer and Systems Sciences (DSV) at SU/KTH are presently carrying out a small project (supported by Teknikbrostiftelsen), which aims at investigating the ObjectDriver approach and suggesting directions for further improvement. The time period of the project is 010101 –010901.

Further important insights into the modelling of business processes can be found in the theory of hybrid dynamical systems and CHAOS frameworks. Hybrid dynamical systems [Schaft, 2000] aims at modelling physical processes. It uses a number of basic concepts like state, location, and activity that could be applied to business processes as well. CHAOS (Concurrent Human-Assisted Object Systems) [Bider, 2000] is a philosophical–theoretical framework aiming at modeling complex systems with non-deterministic behavior (e.g. human-assisted systems). In this framework, the system is viewed as consisting of: a set of objects, a code of laws, a set of connectors, each connector hanging on a group of objects that must obey a certain law. An advantage of this model is a uniform approach to representing both goals and actions. Connectors can be used to model planned activities inside the process, where the processes themselves can be represented by objects. The CHAOS framework is general and it needs to be specialized in order to suit the objectives of practical modeling (business) processes.
The research group SYSLAB within DSV has a long standing tradition in enterprise modelling and development of modelling frameworks. Process modelling has within DSV been recognised to be of utmost importance when it comes to enterprise application integration. Process Broker, a recent project within DSV has been focusing heavily on process modelling, process visualisation and issues concerning integration of applications and people [Jayaweera, 2001], [Johannesson, 2000]. Furthermore, DSV has done extensive research in user-centred approaches to information systems analysis and design. Different approaches, e.g. participative design and soft systems methodology, are currently part of the DSV curriculum. 

Workflow patterns

Commercial workflow management systems point to different insights of:

1) suitability

2) different level of expressive power
For example, some language allow multiple instances of the same activity type at the same time in the same workflow context, while others do not. Some language can oly have one entry and one exit point, others can have arbitrary many.
Workflow pattern systematically address workflow requirements, from basic to complex. Pattern address business requirements. Pattern removed from specific workflow languages. Pattern addressing comprehensive workflow functionality. Pattern which recure quite frequently in the analysis phases of workflow projects. Pattern that it could be important that the current workflow products handle. 

These pattern provide the basis for an indepth comparison of a number of commercially available workflow management systems. Typically, these evaluations hardly consider the workflow modeling language and routing capabilities and focus more on the purely technical and commercial aspects. 

Workflow technology continues to be subjected to:


· business process modelling

· business process coordination

and emergent areas of:

· component framwork

· inter-workflow, i.e. B2B-interaction

WfMS:s are commercial available and based on different:

· languages

· concepts

· paradigms

Workflow specification can be understood from a number of different persective:

· the control flow (or process) perspective

· the data perspective

· the resource perspective

· the operational perspective

Control perpective – decribes the activites and their execution ordering through different constructors, which permit flow of execution control, e.g. sequence, splits, parallelism and join synchronisation. 

The control flow perspective provides an essential insight into a workflow specification´s effectiveness. If workflow specification are to be extended to meet newer processing requirements, control flow constructs require a fundamental insight and analysis. Currently most workflow language suuports the basic construcst of sequence, iteration, splits (AND and OR) and joins (AND and OR). However, the interpretation of even these basic constructs is not uniform. 

Activities in elementary form are atomic units of work, and in compound form modularise an execution order of a set of activities.

Data perspective - rest on the control flow perspective. Business and processing data. Business documents and other objects that flow between activities and local variables of the workflow, qualify in effect pre- and postcondition of activuíty execution

OBS! Messages/business document flows between activites.  

Resource perspective – provides an organisational structure anchor to the workflow in form of human/device role responsible for executing the activities.

OBS! Resurs – är något/någon som är ansvarig för att exekvera aktiviteter

Operational perspective – decribes the elementary actions executed by activities, where the actions map into underlying applications.

OBS! Actions exekveras av aktivitet och mappar till de underliggande apps. Vad betyder det?

Activity-to-app interfaces – genom dessa skickas (referenser till) business data och workflow data. Data kan sedan manipuleras i apps.   

Purpose of the paper:

To systematically address workflow requirements, from basic to complex, in order to

1) identify useful routing constructs

2) 2) establish to what extent these requirements are addressed in the current state of the art. 

Appoach

We indicate requirements for workflow languages through workflow patterns. For our pupose, patterns adress business requirements in an imperative workflow style expression, but are removed from specific workflow languages. But they are alienated from the workflow approach, thus allowing a potential mapping to be positioned closely to different languages and implementation solutions. 

Our claim is that the workflow patterns identified in this paper are comprehensive with respect to currently available workflow languages. Some of the constructs can be realissed trrought the implementation level, while there also exist patterns that are supported only by  a small minority of the WfMS. No contemporary WfMS supports all patterns.  

Related research:

Gamma et al. First catalogued systematically some 23 design patterns which describe the smallest recurring interactions in object-oriented systems. The design patterns, as such, provided independence from implementation technology and at the same time independence from the essential requiremets of the domain that they were attempting to address. 

Gamma et al decribe pattern through: 

· condition that should hold for the pattern to be applicable

· examples of business situations

· problems

· typically sematic problems

· realisation in current language

· implementation solutions

The approach proposed in this paper is a combination of elements from the Language Action approaches to information systems design, which focus on communication aspects, and elements from the work by Gordijn et. al. [4], who focus on the transfer of values between actors and explicitly distinguish between business and process models. 

Language Action approaches to information systems design build on Austin’s Speech Act Theory [1], which acknowledges speech acts as a special action category. A speech act is defined as an action (changing the universe of discourse) performed by a speaker and grasped by a recipient. Searle [12] further develops the theory by introducing a taxonomy of five different kinds of speech acts, namely: assertive, directive, commissive, expressive, and declarative. Well-known Language Action approaches are Action Workflow Loop [10], Business Action Theory (BAT) [3], and Dynamic Essential Modeling of Organization (DEMO) [2]. We have adopted Action Workflow Loop (Fig. 1) for the definition of proposed process patterns.
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Fig. 1. Action Workflow Loop with four phases

The conceptual framework we use is based on UMM’s economic model describing resources, events and agents (REA model) [15], [5]. In order to make the model suitable also for communication aspects, we have extended it by concepts from speech act theory. Furthermore, we include a number of notions proposed by Weigand et. al. [16] used for distinguishing between different levels of communication. 

The extended REA model (Fig. 2) describes business events and business entities as well as their structure and relationships. The basic business entities are Agreement, Economic Resource Type and Economic Resource. An Agreement is an arrangement between two Partner Types. Furthermore, an Agreement with any economic commitment is called Economic Contract and specifies the economic exchanges to occur, which is represented by the entity Commitment. An example of an Economic Contract is a purchase order where each order line is a Commitment. A Commitment is an obligation from one Partner Type to another to transfer the specified Economic Resource Type, and it is fulfilled through an Economic Event. 

The most central concepts in our approach [the shaded rectangles in (Fig. 2)] are the following: 

Partner: A partner is an independent economic and/or legal entity, e.g., John Doe, Stockholm University.  

Economic resource: An economic resource is a quantity of something of value that is under the control of a partner, e.g., a car.

Economic event: An economic event is the transfer of the control of an economic resource from one partner to another partner, e.g., the ownership change of a car.  

Duality: The corresponding term used by Gordijn, [4], is “value offering” and is used to represent the relationship between two economic events, T1 and T2, that satisfy the condition: if T1 is an economic event transferring an economic resource from partner A1 to partner A2, then T2 is the corresponding economic event transferring an economic resource from A2 to A1. The intuition is that the Duality represents the reciprocity between the economic events - one partner providing another partner with something of value and receiving something of value in return. An example of Duality is a car purchase where a car ownership is transferred from a retailer to a customer and the corresponding payment is provided. 
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Fig. 2. An extended UMM economic model over REA 
(The black labels, as well as the dotted relationships, mark the extensions of the original model. 
The shaded rectangles represent the central concepts in our approach)
We also allow an economic event to be divided into several Economic Events. This may occur when a monetary transfer is done, e.g., a payment is divided into a down payment and a final payment, or when a delivery of a large order is divided into several shipments. Furthermore, applying speech act theory, we claim that an economic event consists of one or more Speech Act(s) and, optionally, an Instrumental Act. An Instrumental Act represents the physical transfer of an Economic Resource from one Partner to another one, whereas Speech Act models the communication between the partners. Finally, applying Weigand’s levels for communication patterns [16], some pairs of speech acts build Transactions, e.g., a request/commit. Some Transactions lead to Agreements, while others directly result in Commitments.  

Now, we define a Business Model as a triple <PT,ER,DT>, where

· PT - a set of partner types

· ER - a set of economic resource types

· DT - a set of duality types

An example of a business model is shown in (Fig. 3). This model represents four partner types: eCaterer, Customer, WineSupplier, and FoodSupplier. The customer orders meals from the eCaterer who purchases wine from the WineSupplier and food from the FoodSupplier and prepares the meal. In this example, PT = {Customer, eCaterer, WineSupplier, FoodSupplier}, ER = {Meal, Money, Wine, Food}, DT = {<<eCaterer, Customer, Meal>, <Customer, eCaterer, Money>>, <<WineSupplier, eCaterer, Wine>, <eCaterer, WineSupplier, Money>>,<<FoodSupplier, eCaterer, Food>, <eCaterer, FoodSupplier, Money>>}. DT represents the dualities: MealSupply, FoodPurchase, and WinePurchase.
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Fig. 3. Business Model for eCatering Example

The process definition language BML (has similarities to SDL [11]) is the formal and executable language based on communicating state machines used in our work. Interested readers are referred to [7]. BML diagrams are designed from one partner's (called here, the base partner) perspective and model messages sent from and received by the base partner.

In our work we have used BML symbols: convex and concave hexagon for send and receive message respectively, diamond for business decision, ellipses for start, wait and stop states, and finally stick man for a partner involved (Error! Reference source not found.), (Error! Reference source not found.). We have extended, the original BML syntax by allowing wait states to receive messages and also to send message out from Stop state, simply for the compactness and clarity of process model but preserving a straight forward mapping between the original syntax and our extended version.
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