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Part IV - Outline

• Interpretable models for EHRs

• Time series feature tweaking

• Feature grouping and explainability

• Recurrent Neural Networks for diagnosis prediction

• Deep learning with attention mechanisms
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Properties of  a good classifier include:

• high accuracy

• interpretability  (e.g., why is a person healthy?)

{healthy,  ill}

(body temperature, gender, …)

classifier

class

attributes

Classifiers
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Interpretable and actionable models
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• Trade-offs between interpretability + accuracy

• Ability to understand the predictions + act to prevent undesirable

outcomes without compromising predictive performance [Valdes2016]

black box 
classifier

The patient will die
from HF in 2 days!

Now what? 
Please tell 
me why?

I can tell you what changes you need

to make to the patient record, so that

I can change my prediction J



Actionable feature tweaking 
for random forests

Random Forest (opaque model) example x

prediction: -1

• Let x be a true-negative instance

• Goal: minimum number of feature tweaks
(changes) so that x becomes true-positive, x’

Tolomei et al. Interpretable Predictions of Tree-based Ensembles via
Actionable Feature Tweaking, KDD (and ARXIV), 2017



Solution

Observe:
• If the prediction of the RF is -1, then

at least half of its trees predict -1

• If the prediction of a tree is -1, then
the example is passed through a
negative path, i.e., a path that predicts
the class to be -1

• Solution: revert these paths and
consequently the trees!

• Let x be a true-negative instance

• Goal: minimum number of feature tweaks

(changes) so that x becomes true-positive, x’

• Focus on the trees that predict -1

• For each tree: explore the positive paths,

i.e., those that predict +1

• Apply the transformations imposed by

the positive path

• Choose the transformation with the

minimum cost

Note: if a single transformation results in
changing another tree’s decision, then
ignore it!



Time series tweaking

What is the minimum number of changes

to apply to a time series T so that a given

opaque classifier changes its prediction?
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• Reversible tweaking: each subsequent transformation can

override a previous one

• Irreversible tweaking: each subsequent transformation cannot

override a previous one



Random Shapelet Forests
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* Figures taken from Eamonn Keogh



Root-leaf  path

• Each tree defines several root-leaf  paths

• The jth path of  the kth tree is defined as follows:

0 10 20 30 40 50 60 70 80 90 100

best matching 
location

shapelet S

Time series T

Non-leaf node condition:
Euclidean distance, lowest scoring
subsequence match of S in T

tree k



Time series tweaking: solution
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• Focus on the trees that predict -1

• For each tree, explore the positive paths, i.e., those that predict +1

• Try to force those trees to predict +1 by ”tweaking” shapelet features of T

• Increase distance:

o If Sj
k exists in T, that is

o and the current node condition demands otherwise

ü Increase the distance of all matching instances of Sj
k, so that they

all fall above the distance threshold θjk

Given a non-leaf node (Sjk, θjk)



Time series tweaking: solution
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• Decrease distance:

o If Sj
k does not exist in T, that is

o and the current node condition demands otherwise

ü Decrease the distance of the best matching instance of Sj
k, so that it

falls below the distance threshold θjk

Given a non-leaf node (Sjk, θjk)

• Focus on the trees that predict -1

• For each tree, explore the positive paths, i.e., those that predict +1

• Try to force those trees to predict +1 by ”tweaking” features of T



How to transform the time series?
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• Consider S as an m-dimensional point

• Define an m-sphere with S as its center

and radius θ

• The transformed time series counterpart

of  S is given by the following equation:

shapelet in 
condition

best matching
subsequence in T



Irreversible time series tweaking

• Changes cannot override earlier transformations

• Locking data structure: keeps track of the changed regions

• A transformation is allowed if and only if the region affected

is not locked (has not been changed)

• Early abandoning of transformations: if the cumulative cost

is above the current best successful transformation
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Reversible time series tweaking

• Changes can override earlier transformations

• Prediction ordering: pre-order all transformations based on

their cost (min to max)

• The first transformation that flips the class label is the

solution
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Experimental setup

• UCR time series repository:

o all binary classification datasets (26 datasets)

• Competitor:

o 1-NN under the Euclidean distance
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Evaluation – metrics

Average cost of successful transformation, i.e., 

how costly is the transformation?

Compactness of transformation, i.e., 

how much of the time series is changed?



Evaluation – result

Reversible tweaking
results in the least 

costly transformations

Irreversible tweaking
results in the most 

compact transformations

The baseline is too naive



Transformation - example



Conclusions

l A new time series problem with two solutions using the random

shapelet forest algorithm

l The proposed algorithms outperform an (admittedly naive) baseline
approach in terms of both transformation cost and compactness

l Two simple optimization strategies are introduced and are shown to
reduce the computational cost

l We exemplified the usefulness of the proposed algorithms



Ongoing challenges

l Generalize the baseline k-nearest neighbor transformation
algorithm

l Evaluate the helpfulness of the transformations suggested by
the algorithm(s) using human evaluators

l Explore alternative feature transformations, e.g., FFT, DWT,
autocorrelation

l Explore different application domains

Isak Karlsson, Jonathan Rebane, Panagiotis Papapetrou, and Aristides Gionis, “Locally
and globally explainable time series tweaking“. In Knowledge and Information
Systems (KAIS) - to appear

Isak Karlsson, Jonathan Rebane, Panagiotis Papapetrou, and Aristides Gionis,
“Explainable time series tweaking via irreversible and reversible temporal
transformations“. In the IEEE International Conference on Data Mining (ICDM), 207-
216, 2018



Peek into the Black Box

• Black box classifier: the form of f is impossible to interpret

• Even if we can understand the parameters of f, we may still not

understand how the classifier uses the data
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• Assume we don’t know what is in the black box (form of the classifier)

• But…we can test the classifier with data of our choice
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y y* A B C D

1 1 1 0 1 1

1 1 1 0 1 1

1 1 0 1 1 0

1 1 0 1 1 1

1 1 0 0 1 1

1 1 0 0 1 0

1 1 1 1 1 1

1 1 1 1 1 0

1 1 1 0 0 0

1 1 1 0 0 1

1 1 0 1 0 0

1 1 0 1 0 0

0 0 1 1 0 1

0 0 1 1 0 0

0 0 0 0 0 0

0 0 0 0 0 1



y y* A B C D

1 1 1 0 1 1

1 1 1 0 1 1

1 1 0 1 1 0

1 1 0 1 1 1

1 1 0 0 1 1

1 1 0 0 1 0

1 1 1 1 1 1

1 1 1 1 1 0

1 1 1 0 0 0

1 1 1 0 0 1

1 1 0 1 0 0

1 1 0 1 0 0

0 0 1 1 0 1

0 0 1 1 0 0

0 0 0 0 0 0

0 0 0 0 0 1

select feature D

Panagiotis Papapetrou23



Panagiotis Papapetrou24

y y* A B C D

1 1 1 0 1 0

1 1 1 0 1 0

1 1 0 1 1 1

1 1 0 1 1 0

1 1 0 0 1 1

1 1 0 0 1 1

1 1 1 1 1 0

1 1 1 1 1 1

1 1 1 0 0 0

1 1 1 0 0 1

1 1 0 1 0 1

1 1 0 1 0 0

0 0 1 1 0 0

0 0 1 1 0 0

0 0 0 0 0 1

0 0 0 0 0 0

randomization 1
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y y* A B C D

1 1 1 0 1 1

1 1 1 0 1 1

1 1 0 1 1 1

1 1 0 1 1 0

1 1 0 0 1 0

1 1 0 0 1 1

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 0 0 1

1 1 1 0 0 1

1 1 0 1 0 0

1 1 0 1 0 1

0 0 1 1 0 0

0 0 1 1 0 0

0 0 0 0 0 1

0 0 0 0 0 0

randomization 1

Observe:

- idelity is stable

- attribute D is neither used nor

needed by the classifier
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try attribute C…

y y* A B C D

1 1 1 0 1 1

1 1 1 0 1 1

1 1 0 1 1 1

1 1 0 1 1 0

1 1 0 0 1 0

1 1 0 0 1 1

1 1 1 1 1 0

1 1 1 1 1 0

1 1 1 0 0 1

1 1 1 0 0 1

1 1 0 1 0 0

1 1 0 1 0 1

0 0 1 1 0 0

0 0 1 1 0 0

0 0 0 0 0 1

0 0 0 0 0 0

ü permute C
ü permute C within class



y y* A B C D

1 1 1 0 0 1

1 1 1 0 1 0

1 1 0 1 0 1

1 1 0 1 1 0

1 0 0 0 0 1

1 0 0 0 0 0

1 1 1 1 1 1

1 0 1 1 0 0

1 1 1 0 0 1

1 1 1 0 1 0

1 1 0 1 1 1

1 1 0 1 0 0

0 0 1 1 0 1

0 1 1 1 1 0

0 1 0 0 1 1

0 1 0 0 1 0
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simple randomization

Observe:

- fidelity drops!

- attribute C is used and

needed by the classifier



y y* A B C D

1 1 1 0 1 1

1 1 1 0 1 0

1 1 0 1 0 1

1 1 0 1 0 0

1 1 0 0 1 1

1 1 0 0 1 0

1 0 1 1 0 1

1 1 1 1 1 0

1 1 1 0 0 1

1 1 1 0 0 0

1 1 0 1 1 1

1 1 0 1 0 0

0 0 1 1 0 1

0 0 1 1 0 0

0 0 0 0 0 1

0 0 0 0 0 0

within-class randomization
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If an attribute is permuted within-class, and
the performance of the classifier does not
change, then the attribute is independent of
the other attributes [Ojala and Garriga 2010]



y y* A B C D

1 1 1 0 1 1

1 1 0 1 1 0

1 1 1 0 1 1

1 1 0 0 1 0

1 1 1 0 1 1

1 1 0 1 1 0

1 1 1 1 1 1

1 1 1 1 1 0

1 0 0 0 0 1

1 0 0 0 0 0

1 1 0 1 0 1

1 1 1 1 0 0

0 1 0 1 0 1

0 0 0 0 0 0

0 0 1 1 0 1

0 1 1 0 0 0

try two independent within-
class randomizations
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y y* A B C D

1 1 0 1 1 1

1 1 0 1 1 0

1 1 0 1 1 1

1 1 1 0 1 0

1 1 0 0 1 1

1 1 1 0 1 0

1 1 1 1 1 1

1 1 1 1 1 0

1 1 1 0 0 1

1 1 1 0 0 0

1 1 0 1 0 1

1 0 0 0 0 0

0 0 0 0 0 1

0 0 1 1 0 0

0 0 0 0 0 1

0 0 1 1 0 0
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Attributes A and B are both

important and they must occur

together as a group

try two joint within-class
randomizations



Finally…
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ü Attribute D is neither used nor

needed by the classifier

ü Attribute C is used and needed by the

classifier

ü Attribute C is independent of all

other attributes

ü Attributes A and B are both

important and they must occur

together as a group

Grouping of attributes



Finally…
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Grouping of attributes

y A B C D

1 0 1 1 1

1 0 1 1 1

1 0 1 0 0

1 1 0 0 1

1 0 0 1 1

1 1 0 1 0

1 1 1 0 1

1 1 1 1 0

1 1 0 0 0

1 1 0 0 1

1 0 1 1 0

1 0 0 0 0

0 0 0 0 1

0 1 1 0 0

0 0 0 0 0

0 1 1 0 1

The grouping {{A, B}, {C}} means that
A and B randomized together within-class
C is randomized within-class
D is fully randomized



Problem formulations

Optimal k-grouping of attributes

Given a dataset, a classifier, and a constant k, find a grouping of

attributes of size k, such that the fidelity is maximized!

Optimal pruning of singleton unused attributes



The GoldenEye algorithm

• Finds a grouping of attributes

• Greedy iterative top-down algorithm

o define a fidelity baseline value Δ

o start removing attributes until fidelity drops below Δ à a grouping

is defined



{ { A, B, C, D } }
fidelity = 1

{ { A, C, D }, { C } }
fidelity = 0.92

{ { A, B, C }, { D } }
fidelity = 1

{ { B, C, D }, { A } }
fidelity = 0.75

{ { A, B, C }, { B } }
fidelity = 0.75

The GoldenEye algorithm

Δ = 0.75



{ { A, B, C }, { D } }
fidelity = 1

{ { B, C }, { A }, { D } }
fidelity = 0.75

{ { A, B }, { C }, { D } }
fidelity = 0.92

{ { A, C }, { B }, { D } }
fidelity = 0.75

The GoldenEye algorithm



{ { A, B }, { C }, { D } }
fidelity = 0.92

{ { A }, { B }, { C }, { D } }
fidelity = 0.75

Output { A, B }

The GoldenEye algorithm



{ { C, D }, { A }, { B } }
fidelity = 0.75

{ { C }, { D }, { A }, { B } }
fidelity = 0.75 Output

{ C } and { D }

Final result:
{ { A, B }, { C }, { D } }

The GoldenEye algorithm



Finally, unnecessary singletons are pruned

Randomizing D fully does not reduce fidelity, hence singleton
D can be pruned

{ { A , B }, { C } }

Randomizing C fully reduces fidelity too much, hence
singleton C cannot be pruned

Final output: { { A , B }, { C } }

The GoldenEye algorithm



The GoldenEye algorithm

• Finds a grouping of attributes

• Greedy iterative top-down algorithm

• GoldenEye can find the optimal solution, if monotonicity holds (breaking groups

decreases fidelity)
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The GoldenEye algorithm

• Efficient implementation using random sampling and permutations

• Running time:

• constant wrt the number of  data items

• quadratic wrt the number of  attributes
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• 26 data sets (synthetic and UCI)

• 15 commonly used classifiers

• Implementation in R (package freely available)*

*  https://bitbucket.org/aheneliu/goldeneye/



Limitations and Goldeneye++

• It is not enough to understand the parameters of the classifier

• The structure of data affects classification results

• Example: Naive Bayes binary classifier with 2 binary attributes benefits
from correlations!
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• Fidelity can be too crude, for example, when the classes are imbalanced

• Goldeneye++: Fidelity replaced with more sensitive measures, e.g., correlation

between class membership probabilities for original and randomized data

ü allows for detecting changes in the classifier performance even when output

labels do not change, i.e., when only the class probabilities change



Groupings of  9 ADEs
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Four Datasets (trivial groupings)

o drug-induced headache (G44.4) 

o anaphylactic shock (T78.2)

o angioneurotic oedema (T78.3)

o allergy (T78.4)



ADEs: a better look into the black box
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Goldeneye: Concluding remarks

• A method based on randomization to find out how a classifier

exploits the data for decision making

• It is not enough to just to understand the classifier, the structure of

the data matters too!

• Groupings are useful for data exploration

• Could be used to understand and improve classifiers



Deep Learning architectures

46

• A variety of deep learning architectures have been developed for the

goal of predictive modelling in regards to accurately detecting

diagnoses of interest in medical records



ADE prediction (Yes/No)

47

• Main task:
predict the presence or absence of an ADE in a patient’s next visit given
EHR data entries from all previous visits



Main goals

48

• Empirically evaluate which code-level interpretable deep learning

architecture provides the best performance for ADE prediction

• Examine which data sources (diagnoses, medications, lab tests) best aid

in ADE predictive performance and medical interpretability

• Determine the extent in which code-level attention mechanisms

contribute to interpretability for ADE predictions



Methods (Vanilla RNN)

49

Predict ADE yes/no 
in the future

Input: medical codes c for each medical visit v to train the network across patients

Pass info from one visit to the next within network



Limitations of Vanilla RNN

• Standard seq2seq models are normally composed of an encoder-

decoder architecture

• Encoder: processes the input sequence and summarizes the information

into a context vector of fixed length

• This representation is expected to be a good summary of the entire

input sequence

• Decoder: initialized with the context vector and uses it to generate the

transformed output
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Limitations of Vanilla RNN

• Structrural assumption:

o fixed-length context vector

• Why?

o inability of remembering longer sequences

o earlier parts of the sequence are forgotten once the entire sequence is

processed

• The attention mechanism concept was born to resolve this

problem
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Inability to handle long sequences

• Traditional Seq2Seq:

o discard all intermediate states of the encoder

o use only its final states (vector) to initialize the decoder

• This works well for smaller sequences

• As the length of the sequence increases, a single vector becomes a bottleneck and it

gets very difficult to summarize long sequences into a single vector

• Attention mechanism: keep these intermediate encoder states and utilize all of them in

order to construct the context vectors required by the decoder to generate the output

sequence
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Medical ”attention”

• We may want decoder to focus more on visits 1 and 3, while

paying less attention to the remaining visits of the patient

• Solution:

o Train a feed forward neural network

o learn to identify relevant encoder states

o generate a high score for the visits for which attention is to be paid

while low score for the visits which are to be ignored
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Methods (Timeline, Bai et al.)
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attention values for code
contribution

learn how the code contributions
should change over time



Methods (RETAIN, Choi et al.)

55

Determine code level attention Determine visit level attention
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Experimental Setup

• RETAIN and Timeline:

o proven to be competitive state-of-the-art architectures which permit thorough

interpretability down to the code-level

o trained for ADE prediction using an original data source consisting of

information for 1,4 million patients obtained from HealthBank at Stockholm

University
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Experimental Setup

• Non-ADE ICD-10 and ATC codes were reduced to higher level
hierarchical categories by selecting only the first three characters

• Such categories correspond to main categories of ICD-10 codes and to
therapeutic subgroups in the case of ATC codes

• # of ICD-10 categories: 1692

• # of ATC subgroups: 109

• Visits defined on a monthly basis

• Patients also needed at least three such visits to be included

• Two data sets: including or excluding medication data



58

• Experiments performed by randomly partitioning the data into training,

validation, and test set of ratios 0.7, 0.1, and 0.2, respectively

• In order to accommodate for the massive class imbalance stemming

from the relative rarity of ADEs, a balanced training set was formed in

which the majority class was under-sampled

Experimental Setup
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RETAIN was determined to be the best performing architecture under the

conditions of using diagnoses data

Results: AUC / F1



Interpretability of  RETAIN
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Very high risk from given history
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Very high risk from given history

Interpretability of  RETAIN



62
Jonathan Rebane

Conclusions/Outlook

• The RETAIN model utilizing diagnosis data attained the best ADE

predictive performance

• Extracted medical interpretations are insightful and logical, but require

further medical validation

• Further performance improvements could likely be achieved from

additional data sources, hyperparameter tuning, and architecture

improvements



Predictive modeling for ADE detection

• Predictive data mining
• Interpretable models

• Ensemble methods

• Prediction with confidence

• Information fusion

• Parallelization

• Text mining
• NLP methods

• Resource-lean methods
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Random forests were shown capable of
screening EHRs that are suspicious to be assigned
with an ADE code [Karlsson2013, Karlsson2014]

High dimensionality could be a computational
bottleneck

Random forests and random indexing
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Feasibility of using random indexing to
reduce dimensionality on EHR data

Computational cost of random forest is
significantly reduced without sacrificing
predictive performance



Other tasks predictive tasks
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• Clinical text mining

o Discover relationships between drugs and disorders in clinical notes

o Provide resources for use in larger, hybrid systems

• Conformal prediction

o Develop tools to enable ADE prediction with confidence

• Parallel data mining

o Enable efficient, scalable and parallel solutions for training and evaluation of

data and text mining algorithms on big data

o Utilize cutting-edge parallel platforms such as GPUs and

multi-core CPUs to achieve maximum efficiency



Multiple Data Sources
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• Develop techniques and tools to support decision making and discovery of drug
effects by analyzing patient records, drug registries, case safety reports and chemical
compound data in the form of both structured and unstructured (free text) data

• Contribute with novel approaches to data mining and clinical text mining and
develop a platform for large-scale analysis of massive, heterogeneous and
continuously growing data sets

Electronic patient records

Karolinska University Hospital
(TakeCare)

242071525.645.290poorbenzo(e)pyrene

211871265.155.000poortriphenylene

191671173.825.000med.hexahydropyrene

181671084.615.290poordimethylanthracene

191671174.585.000poorpyrene

14125833.323.580goodacenaphthylene

11105572.843.610goodnaphthalene

34381.362.650.33goodbutadiene

565162.144.360.60goodhexadiene

898283.536.930.75med.nonene

774312.513.000goodmethylcyclohexene

564192.443.460.40goodmethylpentane

No. 
heavy
bonds

No. C    
atoms

Topol
diam.

Zagreb
group
index

Log
P

Geom
diam.

Frac. of 
rotatable
bonds

Solu-
bilityName

242071525.645.290poorbenzo(e)pyrene

211871265.155.000poortriphenylene

191671173.825.000med.hexahydropyrene

181671084.615.290poordimethylanthracene

191671174.585.000poorpyrene

14125833.323.580goodacenaphthylene

11105572.843.610goodnaphthalene

34381.362.650.33goodbutadiene

565162.144.360.60goodhexadiene

898283.536.930.75med.nonene

774312.513.000goodmethylcyclohexene

564192.443.460.40goodmethylpentane

No. 
heavy
bonds

No. C    
atoms

Topol
diam.

Zagreb
group
index

Log
P

Geom
diam.

Frac. of 
rotatable
bonds

Solu-
bilityName

WHO Collaborating Centre for 
International Drug Monitoring 
(VigiBase)

Individual case safety reports
Chemical compound data

Pharmaceutical companies



Towards actionable models

Panagiotis Papapetrou67

• Trade-offs between interpretability + accuracy

• Ability to understand the predictions + act to prevent undesirable

outcomes without compromising predictive performance [Valdes2016]

black box 
classifier

The patient will die
from HF in 2 days!

Now what? 
Please tell me 

why?



Towards personalized medicine



Closing remarks

• Many methods are out there

• Novel methods and tools are being developed as we speak

• Challenges:

o EHRs are rich

o The “temporality” factor is understudied

o Especially for particular problems, such as ADE detection it is
crucial and can make a difference

o Availability is always an issue

o Missing values: EHRs tend to be super-sparse! missing or normal ?
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• Security and privacy issues

• Hard to convince public authorities to make the data more
available

• Hard to convince doctors to adopt new “black box” models

• Cloud solutions are in many cases unacceptable

• Many players/systems are used by practitioners

• Need for a unified cross-border database of medical records

• Many initiatives towards this objective: the NIASC* project
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Closing remarks

* https://www.nordforsk.org/en/programmes-and-projects/projects/nordic-information-for-action-escience-
center-niasc



Thanks to…
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Henrik Boström

Isak Karlsson

Hans E. Persson Hercules Dalianis

Jon Rebane

Aristides Gionis

Maria Bampa



We are hiring!

• 1 research assistant in data science (short-term)

• explainable and ethical machine learning 

• healthcare application domain

• Deadline: August 31

• 1 associate professor in data science

• Deadline: October 31
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Thank you J
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