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Executive Summary

Improving energy efficiency in public buildings requires an accurate representation of how
energy produced by resources flows to loads. This link between loads and resources not only
aids visualisation of energy flows in buildings but also serves as constraints in mathematical
programs that optimise operational and strategic decisions. The former concern the dispatch
levels of existing technologies in meeting fixed loads and/or the comfort levels of users on a
short-term, e.g., hourly, basis. Meanwhile, the latter focus on adoption of new technologies,
replacement of existing technologies, and retrofits to the building. Since the viability of
such investment and capital-improvement decisions depends on the use of technologies over
the long term, energy balances have to be expressed at an aggregate level. Building on the
Sankey diagrams and initial energy-balance relations developed in Deliverable D2.1, we de-
vise energy-balance constraints that will be used for both operational and strategic decision
making as part of the symbolic model specification in Deliverable D4.2. In particular, our
extension to the existing state-of-the-art at the operational level is to loosen the traditional
definition of demand for heating or cooling and to consider instead user requirements for
temperature. This leads to lower-level energy-balance constraints that reflect the thermody-
namics of heating and cooling systems as well as building physics. By implementing these
constraints as part of an operational optimisation for the two test sites, we illustrate how they
work and demonstrate our approach’s potential for reducing energy consumption. Our pre-
liminary results indicate that optimising the operations of conventional heating and HVAC
systems may reduce energy consumption by up to 10%. At the strategic level, we maintain
fixed loads for all energy end uses, but we adapt our constraints to consider retrofits and
passive measures. Using the energy-transfer efficiencies between each load-resource pair, we
show how energy-transfer matrices may be automated to produce updated information in the
form of Sankey diagrams. In order to demonstrate the advantages of our approach, we illus-
trate the lower-level energy-balance constraints with optimisation examples based on current
configurations at each test site and show the automation of energy-transfer efficiencies via a
Web-based tool.
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1 Introduction

In order to improve energy efficiency and provide adequate risk management to users of public
buildings in the European Union (EU), the EnRiMa project takes a flexible solution approach
based on energy-flow modelling and stochastic optimisation integrated with information and
communication technologies (ICT). The advantage of an optimisation perspective is that it
enables the adoption and operation of a diverse set of resources to meet a variety of end-
use energy demands. By adapting well-known methods for large-scale optimisation (Hobbs,
1995), we exploit their logic while adjusting for building-level details such as combined heat
and power (CHP), storage technologies, passive measures, and operational thermodynamics
at the lower level. Crucial to this effort is modelling the energy flows at each test site, which
began with construction of the Sankey diagrams in Deliverable D2.1 (UCL et al., 2011).
In that document, we calculated energy-transfer efficiencies that facilitated our objective of
mapping energy flows. In tandem, we also developed rudimentary energy-balance constraints
for existing configurations at the two test sites and one back-up site.

Using the platform established by Deliverable D2.1 along with the information about the
test sites’ configurations and system requirements from Deliverables D1.1 and D4.1 (HCE
et al. (2011) and IIASA et al. (2011)), we develop formal energy-balance constraints in
this document, which will be used as part of the symbolic model specification (SMS) in
the concurrent Deliverable D4.2. Taking the approach of Hobbs (1995), we generalise the
energy-balance constraints from the literature on distributed generation, viz., King and Mor-
gan (2007) and Marnay et al. (2008). In particular, we develop energy-balance constraints at
both the upper and lower levels given existing financial positions and system configurations.
The distinction between the two is that the former takes end-use energy demands as fixed
with no explicit representation of building physics or the thermodynamics of conventional
heating or HVAC systems. Instead, the upper-level constraints are meant to reflect energy
balances at a level of detail that would be suitable for capturing operational effects as part
of a strategic optimisation module, i.e., one in which strategic decision variables such as
equipment installations, financial positions, and retrofits involving passive measures are the
focus. Upper-level operational decisions, e.g., dispatch of installed equipment and energy
purchases or sales in short-term markets, would also be included in the strategic module.
By contrast, lower-level constraints do not have explicit end-use demands for space heat and
cooling; rather, they assume that the building operator sets desired zone temperatures (or
ranges) for each short-term decision-making period. Next, given the external temperature,
characteristics of the building envelope, solar gains, internal loads, and the thermodynamics
of the conventional heating and HVAC systems, lower-level operational decisions regarding
the dispatch of radiators or ventilation change the zone temperature to keep it at the desired
target level or range. Thus, end-use energy demands for certain types of heating and cooling
are variables because they are determined endogenously. These lower-level energy-balance
constraints together with the lower-level decision variables may be run independently or in
conjunction with the upper-level energy-balance constraints and operational decision vari-
ables to constitute the operational module. The philosophy of the EnRiMa DSS is indicated
in Fig. 1. A strategic module focuses on equipment investment, financial hedging, and site
retrofit decisions taking operational decisions and energy flows into account at a high level.
By this, we mean that building physics and heating/cooling system thermodynamics are not
modelled, and end-use energy demands are exogenous. However, passive measures for reduc-
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ing end-use energy consumption in the future are available as portfolios whose effectiveness
is based on a building model and calculated offline. At the lower level, an operational module
models building physics and system thermodynamics in order to make certain end-use energy
demands (such as those for space heat and cooling) endogenous. On the other hand, the
operational module takes installed equipment, the building envelope, and financial positions
as given.

 

EnRiMa DSS 
Strategic 

Module 

Operational 

Module 

Strategic DVs 

Strategic 

Constraints 

Upper-Level 

Operational DVs 

Upper-Level 

Energy-Balance 

Constraints 

Lower-Level 

Energy-Balance 

Constraints 

Lower-Level 

Operational DVs 

Figure 1: EnRiMa DSS Schema

The work outlined in this deliverable contributes to Operational Objective O1 of the
EnRiMa DoW by considering the impact of equipment upgrades and passive measures on
energy-efficiency improvement and cost reduction. These features are modelled in Section 2
with details on passive measures available in Appendix B. The other aspect of Operational
Objective O1 is met by treating explicitly the effect of building characteristics, prices, user
preferences for comfort, and weather on end-use energy demand. These lower-level features
are modelled in Section 3. In both cases, we endeavour to implement the energy-balance
constraints at our two test sites either to demonstrate that their logic is consistent with
observed energy flows (at the upper level) or to illustrate their potential in reducing energy
consumption as part of an optimisation (at the lower level). Another enhancement to the
existing state-of-the-art for modelling energy flows that is accomplished in this deliverable is
an automated procedure for calculating energy-transfer efficiency matrices (see Appendix A),
which are used to implement the upper-level energy-balance constraints and create Sankey
diagrams for various time periods. Finally, we assume that all installed equipment operates
at constant efficiencies for large ranges of the output, a feature that we observe empirically
for small-scale technologies and document in Appendix C.

The structure of this document is as follows:

• Section 2 constructs upper-level energy-balance constraints in a flexible way to ensure

8



adaptability to most building types and demonstrates their logic by implementing them
for the two EnRiMa test sites.

• Section 3 takes an expansive view of end-use energy demand for space heat and cooling
by devising lower-level energy-balance constraints that reflect building physics and sys-
tem thermodynamics. These constraints are implemented as part of an operational op-
timisation for the two test sites in order to illustrate how they work and to demonstrate
our approach’s potential for reducing energy consumption. Our preliminary results in-
dicate that optimising the operations of conventional heating and HVAC systems may
reduce energy consumption by up to 10% relative to the current level.

• Section 4 summarises the work of this document, discusses its limitations, and explains
how it links with the work in other concurrent and forthcoming deliverables.

• Appendix A documents the procedure for calculating energy-transfer efficiencies in a
structured way in order to create Sankey diagrams.

• Appendix B explains how the effectiveness of passive measures is estimated for use in
the upper-level constraints of Section 2.

• Appendix C provides empirical evidence for why we feel that it is justified to assume
constant energy-conversion efficiencies for on-site technologies. Nevertheless, we provide
a stylised formulation that reflects how energy efficiency of an on-site generator may
vary with the operating level.

2 Upper-Level Energy Balance

2.1 Overview

At the upper level, we abstract from details about building physics (except to capture the
effects of passive measures for demand reduction) and heating/cooling system thermodynam-
ics. Thus, we take end-use energy demands as fixed along with the current site configuration,
i.e., the installed equipment, financial positions, and the building envelope, in order to de-
rive the upper-level energy-balance constraints. These may be embedded with the strategic
constraints in order to formulate the mathematical program that serves as the basis for the
strategic module of the EnRiMa DSS, which is the focus of the concurrent Deliverable D4.2.

The schema in Fig. 2 indicates the possible flow of energy to/from external/internal
sources and sinks. We denote three types of sets in the schema: energy markets (grey), energy
types (blue), and energy technologies (pink). Energy markets are sources for procuring
various types of energy. For example, we may have electricity markets and district heating
for processed energy types such as electricity and hot water, and markets for various primary
fuels, such as biomass or natural gas, which may be used to run on-site equipment. Energy
may also be sold back to some markets, e.g., electricity. In addition, we have fictitious
markets: the sun (for free solar energy) and venting (for free release of hot air produced on
site).

Energy procured from each market may be used either directly to meet end-use demand
at the site or indirectly as input to create another type of energy via one of the energy-
creating technologies. For example, fuel may be used in the boiler (producing hot water),
the on-site generation unit (producing electricity and hot water), and the direct-fired chiller
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(producing cooling). Subsequently, the hot water may be used for consumption or as input to
the heat exchanger (absorption chiller) to produce space heat (cooling), while the electricity
may be consumed directly, sold into markets, or used to run other on-site equipment, e.g.,
heat pumps. Furthermore, energy-storage technologies, such as batteries or hot water tanks,
enable the desynchronisation of energy’s production from its subsequent consumption albeit
with storage losses. Given time-varying energy prices, energy-storage technologies may pro-
vide an attractive pathway to improve a site’s economic, efficiency, and emissions metrics.
Since passive technologies are not dispatchable and simply reduce the quantity demanded of
each type of eligible end-use energy demand, they are not explicitly shown in Fig. 2.

 

sun 

district heat electricity spot 

       fuel spot 

solar 

electricity fuel 

venting 

space heat 

cooling 

CHP (RE, MT, 

FC,…) 
boiler 

PV 

direct chiller 

abs. chiller 

heat pump 

hot water 

heat exchanger solar thermal 

electrical storage 

thermal storage 

Figure 2: Schema of Strategic-Level Energy Flows

2.2 Nomenclature

Next, we describe the nomenclature used throughout this deliverable, viz., indices, sets,
parameters, and variables.

2.2.1 Indices

• n ∈ N : energy market

• p ∈ P : long-term period

• m ∈ M: mid-term period (also mm ∈ M)

• t ∈ T : short-term period

• i ∈ I: energy-creating technology

• j ∈ J : energy-absorbing technology or passive-measure portfolio

• k ∈ K: energy type (also kk ∈ K)
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• ℓ ∈ L: pollutant

2.2.2 Sets

• N ⊃ NE ∪NH ∪NG ∪ND: markets for energy products and primary fuels

– NB,k ⊂ N : markets from which energy type k ∈ K may be bought

∗ NB,P,k ⊂ NB,k: markets from which processed energy type k ∈ K may be
bought

∗ NB,F,k ⊂ NB,k: forward markets from which energy type k ∈ K may be bought

– NS,k ⊂ N : markets into which energy type k ∈ K may be sold

∗ NS,F,k ⊂ N : forward markets into which energy type k ∈ K may be sold

– NE ⊃ NE,U ∪NE,S ∪NE,F : electricity markets

∗ NE,U : utility at tariff rate

∗ NE,S: spot markets

∗ NE,F : forward markets

– ND: fictitious markets

– NH : heating markets

– NG ⊃ NG,U ∪NG,S ∪NG,F : natural gas markets

∗ NG,U : utility at tariff rate

∗ NG,S: spot markets

∗ NG,F : forward markets

• I ⊃ IE ∪ IH ∪ IC : energy-creating technologies

– IE = IE,C ∪ IE,D: electricity-generating technologies

∗ IE,C : electricity-generating technologies available in continuous sizes

∗ IE,D: electricity-generating technologies available in discrete sizes

– IH = IH,C ∪ IH,D: heat-producing technologies

∗ IH,C : heat-producing technologies available in continuous sizes

∗ IH,D: heat-producing technologies available in discrete sizes

– IC : cooling technologies

• J ⊃ JP ∪ JS: energy-absorbing technologies

– JP : passive-measure portfolios

– JS: storage technologies

• K ⊃ KE ∪ KH ∪ KC ∪ KG ∪ KS: energy types

– KI,i ⊂ K: input energy types for energy-creating technology i ∈ I
– KO,i ⊂ K: output energy types for energy-creating technology i ∈ I
– KE: electricity

– KH : heat

11



– KC : cooling

– KG: natural gas

– KS: solar

• P : long-term periods for strategic decisions

• M: mid-term representative periods

– Ap,m,t
k,n : ancestor mid-term periods for purchase of energy type k ∈ K from market

n ∈ NB,k for delivery during p ∈ P , m ∈ M, t ∈ T (note that Ap,m,t
k,n = m for

n /∈ NB,F,k)

– Sp,m,tk,n : ancestor mid-term periods for sale of energy type k ∈ K to market n ∈ NS,k

for delivery during p ∈ P , m ∈ M, t ∈ T (note that Sp,m,tk,n = m for n /∈ NS,F,k)

• T : short-term periods for operational decisions

• L: pollutants

2.2.3 Parameters

• HO: number of operating periods

• EF : required energy efficiency of the site (unitless)

• Bk,n: units of primary energy required to make one unit of energy type k ∈ K available
from market n ∈ NB,k (kWh/kWh or kWh/kWhe)

• Ck,ℓ,n: mean rate of emission of pollutant ℓ ∈ L from processed energy type k ∈ K
purchased from market n ∈ NB,P,k (kg/kWh or kg/kWhe)

• Hi,k,ℓ: rate of emission of pollutant ℓ ∈ L from energy-creating technology i ∈ I using
energy input k ∈ KI,i (kg/kWh or kg/kWhe)

• DT : length of decision-making period (hours)

• 0 ≤ Ap,m,ti ≤ 1: availability of energy-creating technology i ∈ I during period p ∈ P ,
m ∈ M, t ∈ T (this is binary for all technologies besides PV)

• CIi: lump-sum capital cost of electricity-generating technology i ∈ IE (e/kWe), heat-
producing technology i ∈ IH (e/kW), or cooling technology i ∈ IC (e/kW)

• COi: non-fuel operating and maintenance cost of electricity-generating technology i ∈
IE (e/kWhe), heat-producing technology i ∈ IH (e/kWh), or cooling technology i ∈
IC (e/kWh)

• Dp,m,t
k : end-use energy demand for k ∈ KE (kWhe), k ∈ KC (kWh), or k ∈ KH (kWh)

during period p ∈ P , m ∈ M, t ∈ T

• Ei,k,kk: units of energy type k ∈ KI,i needed to produce one unit of energy type kk ∈ KO,i

via electricity-generating technology i ∈ IE (kWh/kWhe), heat-producing technology
i ∈ IH (kWh/kWh), or cooling technology i ∈ IC (kWh/kWh)

• Fi ∈ KO,i: principal energy output of energy-creating technology i ∈ I
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• 0 ≤ OAk,j ≤ OBk,j ≤ 1: lower and upper limits on the fraction of capacity of energy-
storage technology j ∈ JS that must be charged with energy type k ∈ K

• 0 ≤ ODk,j ≤ 1: proportion of end-use demand of energy type k ∈ K reduced for
each unit of passive-measure portfolio j ∈ JP available (based on the site’s current
configuration, see Appendix B for details on how this parameter is calculated)

• 0 ≤ OIk,j ≤ 1: units of energy type k ∈ K available for each unit sent to energy-storage
technology j ∈ JS (kWh/kWh or kWhe/kWhe)

• OOk,j ≥ 1: units of energy type k ∈ K needed to be discharged from energy-storage tech-
nology j ∈ JS in order to produce one unit of usable energy (kWh/kWh or kWhe/kWhe)

• 0 ≤ ORk,j ≤ 1: units of energy type k ∈ K available for discharge for each unit stored
in energy-storage technology j ∈ JS (kWh/kWh or kWhe/kWhe)

• 0 ≤ OSk,j ≤ 1: units of energy type k ∈ K available for each unit stored after each short-
term time period in energy-storage technology j ∈ JS (kWh/kWh or kWhe/kWhe)

• Gi: capacity of discrete-sized electricity-generating technology i ∈ IE,D (kWe)

2.2.4 Decision Variables

• ep,m,t: energy consumption of site during period p ∈ P , m ∈ M, t ∈ T (kWh)

• qop,m,tk,j : release from energy-storage technology j ∈ JS of energy type k ∈ K during
period p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

• qip,m,tk,j : addition to energy-storage technology j ∈ JS of energy type k ∈ K during
period p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

• rp,m,tk,j : storage of energy type k ∈ K in energy-storage technology j ∈ JS during period
p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

• up,m,t,mmk,n : purchase of energy type k ∈ K from market n ∈ NB,k during mid-term period

mm ∈ Ap,m,t
k,n for delivery in p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

• vp,m,tℓ : output of pollutant ℓ ∈ L during period p ∈ P , m ∈ M, t ∈ T (kg)

• wp,m,t,mmk,n : sale of energy type k ∈ K to market n ∈ NS,k during mid-term period

mm ∈ Sp,m,tk,n for delivery in p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

• spi : number of units of discrete-sized electricity-generating technology i ∈ IE,D available
at time p ∈ P

• spi : capacity of energy-creating technology i ∈ IE,C ∪ IH ∪ IC available at time p ∈ P
(kWe or kW)

• xpj : storage capacity of energy-storage technology j ∈ JS available at time p ∈ P (kWhe
or kWh) or indicator for installation of passive-measure portfolio j ∈ JP available at
time p ∈ P (binary)

• yp,m,ti,k : input of energy type k ∈ K to energy-creating technology i ∈ I during period
p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)
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• zp,m,ti,k : output of energy type k ∈ K from energy-creating technology i ∈ I during period
p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

2.3 Constraints

The energy-balance constraints are described in this section.

∑
i∈I

yp,m,ti,k +
∑

mm∈Sp,m,t
k,n

∑
n∈NS,k

wp,m,t,mmk,n +Dp,m,t
k ·

(
1−

∑
j∈JP

ODk,j · xpj

)
+
∑
j∈JS

qip,m,tk,j

=
∑
i∈I

zp,m,ti,k +
∑

mm∈Ap,m,t
k,n

∑
n∈NB,k

up,m,t,mmk,n +
∑
j∈JS

qop,m,tk,j , ∀ k ∈ K, p ∈ P ,m ∈ M, t ∈ T(1)

Eq. 1 states that during each time period the use of each energy type, whether as input to
energy-creating technologies, sales to markets, consumption after the effect of any passive
measures, or charging of storage, must equal its availability, whether from on-site production,
purchase from markets, or discharging from storage.

zp,m,ti,Fi
≤ DT · Ap,m,ti ·Gi · spi ,

i ∈ IE,D ∪ IH,D ∪ IC,D, ∀ p ∈ P ,m ∈ M, t ∈ T (2)

Eq. 2 constrains the amount of each principal energy type, i.e., that for which Fi is the
principal energy output of technology i, that is available during each time period from each
discrete-sized technology by its installed capacity.

zp,m,ti,Fi
≤ DT · Ap,m,ti · spi ,

i ∈ IE,C ∪ IH,C ∪ IC,C ,∀ p ∈ P ,m ∈ M, t ∈ T (3)

Eq. 3 constrains the amount of each principal energy type, i.e., that for which Fi is the
principal energy output of technology i, that is available during each time period from each
continuous-sized technology by its installed capacity.

zp,m,ti,kk =
∑
k∈KI,i

yp,m,ti,k

Ei,k,kk
,∀ i ∈ I, kk ∈ KO,i, p ∈ P ,m ∈ M, t ∈ T (4)

Eq. 4 uses the input energy used by each technology type to determine the amount of energy
output produced during each time period.

vp,m,tℓ =
∑
i∈I

∑
k∈KI,i

yp,m,ti,k ·Hi,k,ℓ +
∑

mm∈Ap,m,t
k,n

∑
n∈NB,P,k

∑
k∈K

up,m,t,mmk,n · Ck,ℓ,n,

∀ ℓ ∈ L, p ∈ P ,m ∈ M, t ∈ T (5)

Eq. 5 calculates the emission of each type of pollutant as the total of on- and off-site pro-
duction.
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ep,m,t =
∑

mm∈Ap,m,t
k,n

∑
k∈K

 ∑
n∈NB,P,k

up,m,t,mmk,n ·Bk,n +
∑

n∈(NB,k\NB,P,k)\ND

up,m,t,mmk,n

 ,

∀ p ∈ P ,m ∈ M, t ∈ T (6)

Eq. 6 calculates the primary energy not from a fictitious market consumed as the sum of the
processed energy of each type and that which is used as an input fuel on site.

∑
p∈P

∑
m∈M

∑
t∈T

∑
k∈K

Dp,m,t
k +

∑
mm∈Sp,m,t

k,n

∑
n∈NS,k

wp,m,t,mmk,n

 ≥ EF ·
∑
p∈P

∑
m∈M

∑
t∈T

ep,m,t (7)

Eq. 7 implements an energy-efficiency constraint by stating that the ratio of the useful energy
consumed as demand and sold off site to the primary energy used and not purchased from
a fictitious market must exceed the requirement.

rp,m,tk,j = rp,m,t−1
k,j ·OSk,j + qip,m,t−1

k,j ·OIk,j − qop,m,t−1
k,j ·OOk,j,

∀ k ∈ K, j ∈ JS, p ∈ P ,m ∈ M, t ∈ T (8)

Eq. 8 is an inventory-balance constraint for energy stored in any energy-storage technology:
the amount available is equal to the residual level stored in the previous time step plus (or
minus) any inflows (or outflows).

qop,m,tk,j ≤ ORk,j · rp,m,tk,j , ∀ k ∈ K, j ∈ JS, p ∈ P ,m ∈ M, t ∈ T (9)

Eq. 9 constrains the amount of energy that may be discharged from any energy-storage
technology by the storage level.

OAk,j · xpj ≤ rp,m,tk,j ≤ OBk,j · xpj ,∀ k ∈ K, j ∈ JS, p ∈ P ,m ∈ M, t ∈ T (10)

Eq. 10 constrains the amount of energy that may be stored in any energy-storage technology
by lower and upper bounds on the installed storage capacity.

2.4 Implementation of Upper-Level Constraints

In this section, we illustrate the logic of the constraints in Section 2.3 at our two test
sites, FASAD’s Centro de Adultos La Arboleya (in Siero, Asturias, Spain, http://www.
fasad.es/index.php?option=com_content&view=article&id=172&Itemid=2) and Fach-
hochschul Studiengänge Burgenland’s Pinkafeld campus (in Pinkafeld, Burgenland, Austria,
http://www.fh-burgenland.at/GF/studienorte_pinkafeld.asp). Details on both sites
are available from the previous EnRiMa Deliverable D1.1 (HCE et al., 2011). We start with
updated Sankey diagrams and collected data for each site. We are then able to draw schemas
of energy balances and determine the decision variables using the energy-balance constraints
from Section 2.3.
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2.4.1 FASAD’s Current Installation

Neither passive-measure portfolios nor storage devices are installed. Plus, no forward pur-
chases or sales of energy are made.

 

Figure 3: Sankey Diagram for FASAD’s Current Installation
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100 kW heat 

exchanger 
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Figure 4: FASAD’s Schema of Upper-Level Energy Flows

For the current installation at FASAD (see Figs. 3 and 4) we have the following sets:

• NE,U = {RTE}

• NG,U = {RTG}
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• N
S,space heat = {venting}

• N
S,electricity = {RTE}

• N
B,electricity = N

B,P,electricity = {RTE}

• N
S,NG = {RTG}

• N
B,NG = {RTG}

• IE,D = {5.5 kWe RE}

• IE,C = {∅}

• IH = {1512 kW boiler, 100 kW heat exchanger, 200 kW heat exchanger, 636 kW boiler}

• IC = {∅}

• J = {∅}

• KE = {electricity}

• KH = {space heat, hot water,DHW, pool heat}

• KC = {∅}

• KG = {NG}

• K
I,5.5 kWe RE = {NG}

• K
I,1512 kW boiler = {NG}

• K
I,100 kW heat exchanger = {hot water}

• K
I,200 kW heat exchanger = {hot water}

• K
I,636 kW radiator = {hot water}

• K
O,5.5 kWe RE = {electricity, hot water}

• K
O,1512 kW boiler = {hot water}

• K
O,100 kW heat exchanger = {pool heat}

• K
O,200 kW heat exchanger = {DHW}

• K
O,636 kW radiator = {space heat}

• L = {CO2}

And the following parameters based on annual data as indicated in HCE et al. (2011)
unless otherwise stated are:

• At5.5 kWe RE
= 1

• At1512 kW boiler = 1
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• At100 kW heat exchanger = 1

• At200 kW heat exchanger = 1

• At636 kW radiator = 1

• Belectricity,RTE = 2.0624 kWh/kWhe (source: HCE’s generation mix in the region of

Asturias, http://www.hcenergia.com/en/about-us/generation/asturias)

• Celectricity,CO2,RTE = 0.370 kg/kWhe

• Dt

electricity = 213500 kWhe

• Dt

space heat = 1386016 kWh

• Dt

DHW = 78513 kWh

• Dt

pool heat = 88369 kWh

• DT = 6500 hours

• HO = 1

• G5.5 kWe RE = 5.5 kWe

• E5.5 kWe RE,NG,electricity = 3.7037 kWh/kWhe

• E5.5 kWe RE,NG,hot water = 1.64 kWh/kWh

• E1512 kW boiler,NG,hot water = 1.11 kWh/kWh

• E100 kW heat exchanger,hot water,pool heat = 1 kWh/kWh

• E200 kW heat exchanger,hot water,DHW = 1 kWh/kWh

• E636 kW radiator,hot water,space heat = 1 kWh/kWh

• F5.5 kWe RE = electricity

• F1512 kW boiler = hot water

• F100 kW heat exchanger = pool heat

• F200 kW heat exchanger = DHW

• F636 kW radiator = space heat

• H5.5 kWe RE,NG,CO2
= 0.1836 kg/kWh

• H1512 kW boiler,NG,CO2
= 0.1836 kg/kWh

• H100 kW heat exchanger,hot water,CO2
= 0 kg/kWh

• H200 kW heat exchanger,hot water,CO2
= 0 kg/kWh

18

http://www.hcenergia.com/en/about-us/generation/asturias


• H636 kW radiator,hot water,CO2
= 0 kg/kWh

And the following decision variables:

• et = utelectricity,RTE ·Belectricity,RTE +utNG,RTG = 440322 + 1768359 = 2208691

kWh

• utelectricity,RTE = 213500 kWhe

• utNG,RTG = 1768359 kWh

• vtCO2
= yt5.5 kWe RE,NG

·H5.5 kWe RE,NG,CO2

+yt100 kW heat exchanger,hot water ·H100 kW heat exchanger,hot water,CO2

+yt200 kW heat exchanger,hot water ·H200 kW heat exchanger,hot water,CO2

+yt636 kW radiator,hot water ·H636 kW radiator,hot water,CO2

+yt1512 kW boiler,NG ·H1512 kW boiler,NG,CO2

+utelectricity,RTE ·Celectricity,CO2,RTE = 24464.7+0+0+0+300206.0124+78995 =

403665.7124 kg

• wtelectricity,RTE = 35980 kWhe

• wtspace heat,venting = 0 kWh

• sp
5.5 kWe RE

= 1

• sp
1512 kW boiler

= 1512 kW

• sp
100 kW heat exchanger

= 100 kW

• sp
200 kW heat exchanger

= 200 kW

• sp
636 kW radiator

= 636 kW

• yt5.5 kWe RE,NG
= 133250 kWh

• yt1512 kW boiler,NG = 1635109 kWh

• yt100 kW heat exchanger,hot water = 88369 kWh

• yt200 kW heat exchanger,hot water = 78513 kWh

• yt636 kW radiator,hot water = 1386016 kWh

• zt5.5 kWe RE,electricity
= 35980 kWhe

• zt5.5 kWe RE,hot water
= 81280 kWh

• zt1512 kW boiler,hot water = 1471589 kWh
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• zt100 kW heat exchanger,pool heat = 88369 kWh

• zt200 kW heat exchanger,DHW = 78513 kWh

• zt636 kW heat radiator,space heat = 1386016 kWh

The main energy-balance relation, i.e., Eq. 1, can also be shown to be satisfied here using
the data for the six types of energy used at FASAD. Keeping in mind that there is neither
storage nor forward trading, the energy-balance relation for each energy type is as follows:

• Electricity: wtelectricity,RTE+D
t

electricity = zt5.5 kWe RE,electricity
+utelectricity,RTE,

i.e., both sides of the expression equal 249480 kWhe.

• Space heat: Dt

space heat = zt636 kW radiator,space heat, i.e., both sides of the expres-

sion equal 1386016 kWh.

• DHW:Dt

DHW = zt200 kW heat exchanger,DHW, i.e., both sides of the expression equal

78513 kWh.

• Hot water: yt100 kW heat exchanger,hot water +y
t

200 kW heat exchanger,hot water
+yt636 kW radiator,hot water = zt5.5 kWe RE,hot water

+zt1512 kW boiler,hot water,

i.e., both sides of the expression equal 1552869 kWh.

• Pool heat: Dt

pool heat = zt100 kW heat exchanger,pool heat, i.e., both sides of the

expression equal 88369 kWh.

• NG: yt5.5 kWe RE,NG
+ yt1512 kW boiler,NG = utNG,RTG, i.e., both sides of the ex-

pression equal 1768359 kWh.

Using Eq. 7 and the calculated values for et and wtelectricity,RTE along with the data for Dt
k,

we find that the overall energy efficiency for the current configuration at FASAD is 81.6%.

2.4.2 Pinkafeld’s Current Installation

Similar to FASAD, the Pinkafeld site does not have any passive-measure portfolios or storage
devices currently installed. No energy is traded in the forward markets, either.

For the current installation at Pinkafeld (see Figs. 5 and 6 as well as HCE et al. (2011)),
we have the following sets:

• NE,U = {RTE}

• NH = {RTH}

• ND = {sun}

• N
B,solar = N

B,P,solar = {sun}

• N
B,hot water = N

B,P,hot water = {RTH}

• N
B,electricity = N

B,P,electricity = {RTE}
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Figure 5: Sankey Diagram for Pinkafeld’s Current Installation

• IE,D = {∅}

• IE,C = {1.28 kWe PV}

• IH = {163 kW heat exchanger, 92 kW radiator}

• IC = {48 kW heat pump}

• J = {∅}

• KE = {electricity}

• KH = {hot water, space heat,DHW}

• KC = {cooling}

• KS = {solar}

• K
I,1.28 kWe PV = {solar}

• K
O,1.28 kWe PV = {electricity}

• K
I,163 kW heat exchanger = {hot water}

• K
O,163 kW heat exchanger = {DHW}

• K
I,92 kW radiator = {DHW}

• K
O,92 kW radiator = {space heat}

• K
I,48 kW heat pump = {electricity}

• K
O,48 kW heat pump = {cooling}
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Figure 6: Pinkafeld’s Schema of Upper-Level Energy Flows

• L = {CO2}

And the following parameters:

• At1.28 kWe PV
= 0.5

• At48 kW heat pump = 1

• At163 kW heat exchanger = 1

• At92 kW radiator = 1

• Bsolar,sun = 0 kWh/kWh

• Belectricity,RTE = 1.089 kWh/kWhe

• Bhot water,RTH = 2 kWh/kWh

• Celectricity,CO2,RTE = 0 kg/kWhe

• Chot water,CO2,RTH = 0.03 kg/kWh

• Csolar,CO2,sun = 0 kg/kWh

• Dt

electricity = 194273 kWhe

• Dt

cooling = 79765 kWh

• Dt

space heat = 242290 kWh

• Dt

hot water = 0 kWh

• Dt

DHW = 3447 kWh
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• Dt

solar = 0 kWh

• E1.28 kWe PV,solar,electricity = 8 kWh/kWhe

• E163 kW heat exchanger,hot water,DHW = 1.0011 kWh/kWh

• E92 kW radiator,DHW,space heat = 1 kWh/kWh

• E48 kW heat pump,electricity,cooling = 0.2857 kWhe/kWh

• F1.28 kWe PV = electricity

• F163 kW heat exchanger = DHW

• F92 kW radiator = space heat

• F48 kW heat pump = cooling

• H1.28 kWe PV,solar,CO2
= 0 kg/kWh

• H163 kW heat exchanger,hot water,CO2
= 0 kg/kWh

• H92 kW radiator,DHW,CO2
= 0 kg/kWh

• H48 kW heat pump,electricity,CO2
= 0 kg/kWhe

• DT = 8760 hours

• HO = 1

And the following decision variables:

• et = utelectricity,RTE ·Belectricity,RTE
+utsolar,sun ·Bsolar,run
+uthot water,RTH ·Bhot water,RTH
= 236381 + 0 + 492460 = 728841 kWh

• sp
1.28 kWe PV

= 1.28 kWe

• sp
163 kW heat exchanger

= 163 kW

• sp
92 kW radiator

= 92 kW

• sp
48 kW heat pump

= 48 kW

• utelectricity,RTE = 217063 kWhe

• uthot water,RTH = 246230 kWh

• utsolar,sun = 8 kWh
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• vtCO2
= yt1.28 kWe PV,solar ·H1.28 kWe PV,solar,CO2

+yt163 kW heat exchanger,hot water ·H163 kW heat exchanger,hot water,CO2

+yt92 kW radiator,HWH ·H92 kW radiator,DHW,CO2

+yt48 kW heat pump,electricity ·H48 kW heat pump,electricity,CO2

+utelectricity,RTE ·Celectricity,CO2,RTE +utsolar,sun ·Csolar,CO2,sun
+uthot water,RTH ·Chot water,CO2,RTH = 0 + 0 + 0 + 0 + 0 + 0 + 7386.90 = 7386.90

kg

• yt1.28 kWe PV,solar = 8 kWh

• yt163 kW heat exchanger,hot water = 246230 kWh

• yt92 kW radiator,DHW = 242290 kWh

• yt48 kW heat pump,electricity = 22790 kWhe

• wtelectricity,RTE = 1 kWhe

• zt1.28 kWe PV,electricity = 1 kWhe

• zt163 kW heat exchanger,DHW = 245738 kWh

• zt92 kW radiator,space heat = 242290 kWh

• zt48 kW heat pump,cooling = 79765 kWh

As for FASAD, the main energy-balance relation, i.e., Eq. 1, can also be shown to be satisfied
here using the data for the six types of energy used at Pinkafeld. Keeping in mind that there
is neither storage nor forward trading, the energy-balance relation for each energy type is as
follows:

• Electricity: yt48 kW heat pump,electricity +wtelectricity,RTE +Dt

electricity =

zt1.28 kWe PV,electricity +utelectricity,RTE, i.e., both sides of the expression equal

218063 kWhe.

• Space heat: Dt

space heat = zt92 kW radiator,space heat, i.e., both sides of the expres-

sion equal 242290 kWh.

• DHW: yt92 kW radiator,DHW +Dt

DHW = zt163 kW heat exchanger,DHW, i.e., both

sides of the expression equal 245738 kWh.

• Hot water: yt163 kW heat exchanger,hot water = uthot water,RTH, i.e., both sides of

the expression equal 246230 kWh.

• Cooling: Dt

cooling = zt48 kW heat pump,cooling, i.e., both sides of the expression equal

79765 kWh.

• Solar: yt1.28 kWe PV,solar = utsolar,sun, i.e., both sides of the expression equal 8 kWh.
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Using Eq. 7 and the calculated values for et and wtelectricity,RTE along with the data for

Dt
k, we find that the overall energy efficiency for the current configuration at Pinkafeld is

71%.

3 Lower-Level Energy Balance

3.1 Overview

In contrast to Section 2, here, we assume that certain types of end-use energy demands,
e.g., for space heat and cooling, are not exogenously given. Rather, the building operator
provides acceptable temperature ranges based on user preferences. For example, the end-use
demand, Dp,m,t

space heat
, in Eq. 1 may not be fixed and would be determined endogenously.

The operational module of the EnRiMa DSS, i.e., for short-term decision making assuming
no possibility of changing the building infrastructure or configuration of installed DER, then
determines the flow rates of air and water in the conventional heating and HVAC systems that
maintain the zone temperature within the specified limits. Consequently, building physics
and thermodynamics of both conventional heating and HVAC systems must be reflected as
well as the external temperature, solar gain, and internal load. For convenience, we assume
that the interior of the building consists of a single zone.

In accordance with EU standards, we use DIN (2003) to model the transfer of heat from
the water in the radiator of a conventional heating system to the surrounding air inside the
building. Zonal temperature changes are calculated using the method of Platt et al. (2010)
for an HVAC system, while the heat exchanged inside a radiator is determined via Xu et al.
(2008). The resulting heat demand needed to change the zone temperature to the required
one may next be determined based how the conventional heating and HVAC systems are
operated. By including these features as constraints in an optimisation model that minimises
(expected) energy consumption, energy costs, or CO2 emissions over a given time horizon, the
DSS may provide building operators with a more energy-efficient operating schedule for their
installed equipment. We demonstrate our approach’s capability by providing preliminary
results for the current configurations at our two test sites. This extension to the existing
state-of-the-art, i.e., combining optimisation with an accurate representation of building
physics and system thermodynamics, is novel and, to our knowledge, exists only in one other
working paper, Liang et al. (2011), who focus more on the tradeoff between cost and comfort
while abstracting somewhat from the energy flows between the HVAC system and the zone.

Before proceeding to the lower-level constraints and optimisation examples, we first out-
line the additional nomenclature. As a convention, we use lower-case Greek letters to refer
to parameters and upper-case Greek letters to refer to variables (both state and decision)
except for those already defined in Section 2, e.g., Dp,m,t

k and yp,m,ti,k . Thus, the constraints
given in Section 3.3 should be considered as supplementing Eqs. 1 through 10 in Section
2.3 by providing richer information for how the Dp,m,t

k are determined for end-use energy
demands concerning space heat and cooling. As in Section 2, we assume that the constraints
are conditional on the current building configuration. Finally, we will suppress the use of
indices p and m because operational decisions are more relevant for short-term periods, i.e.,
made on an hourly basis for a day or a week.
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3.2 Nomenclature

3.2.1 Time

• δ: length of operational decision-making period (s)

• η: number of seconds in an hour (s/h)

• TO ⊂ T : set of short-term decision-making periods (see Section 2.2.2)

• t: short-term time period index (see Section 2.2.1)

3.2.2 Physical Constants and Parameters

• γwater: specific heat capacity of water (kJ/(kg·K))

• ρwater: density of water (kg/m3)

• γair: specific heat capacity of air (kJ/(kg·K))

• ρair: density of air (kg/m3)

3.2.3 Environmental Parameters

• χt: external temperature during short-term period t ∈ TO (◦C)

• σt: fraction of maximum solar insolation incident (weighted average over different wall
directions) during short-term period t ∈ TO (kW/m2)

3.2.4 Building Parameters

• ψ: volume of the zone (m3)

• ν: heat transition coefficient of the wall (kW/(m2·K))

• αwall: heat transfer area of the wall (m2)

• αglass: total area of windows (m2)

• ϵ: mean energy transmission coefficient of glass (unitless)

• ϕ: mean sun protection factor of all components of the thermal envelope of building
(unitless)

• αfloor: area of the floor of the zone (m2)

• λt: internal load (from people, lighting, working machines, etc.) per area of the zone
during short-term period t ∈ TO (kW/m2)

• κt: lower limit for the required zone temperature during short-term period t ∈ TO (◦C)

• κt: upper limit for the required zone temperature during short-term period t ∈ TO (◦C)
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3.2.5 Heating System Parameters

• ζ: supply-water temperature at the radiator inlet (◦C)

• ι: maximum amount of heat that can be provided by the conventional heating system
in any given short-term time period (kWh)

• µwater maximum water flow rate in radiator (m3/s)

• µwater minimum water flow rate in radiator (m3/s)

• ξ: mean nominal heat transfer capacity of all radiators installed (kW)

• φ: radiator coefficient (unitless)

• ϱ: mean logarithmic temperature difference (K, which is equivalent to ◦C since we are
referring to a temperature difference)

3.2.6 HVAC System Parameters

• µvent: maximum air flow rate of the HVAC system (m3/s)

• µvent: minimum air flow rate of the HVAC system (m3/s)

• τ : lower limit of the proportion of air that may be taken externally

• τ : upper limit of the proportion of air that may be taken externally

• EHVAC,electricity,cooling: electricity required by the HVAC system to produce one

unit of cooling (kWhe/kWh, see Section 2.2.3)

• Eboiler,NG,hot water: NG required by the boiler to produce one unit of hot water

(kWh/kWh, see Section 2.2.3)

• ω: electricity required to pump the air at a given flow rate (kWhe/(m
3/s))

• χ: external temperature limit at which the AHU performs cooling (◦C)

• χ: external temperature limit at which the AHU performs heating (◦C)

• ς: AHU’s supply-air temperature for heating (◦C)

• ς: AHU’s supply-air temperature for cooling (◦C)

3.2.7 Energy Market Parameters

• CP t
k,n: price of energy type k ∈ K purchased from market n ∈ NB,k during short-term

time period t ∈ TO (e/kWh or e/kWhe)

3.2.8 State Variables

• Γt: return water temperature at the outlet of the radiator during short-term time period
t ∈ TO (◦C)
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3.2.9 Decision Variables

• Λt: zone temperature during short-term time period t ∈ TO (◦C)

• Ωt
water: flow rate of water to conventional heating system during short-term time period

t ∈ TO (m3/s)

• Ωt
vent: flow rate of air to HVAC system during short-term time period t ∈ TO (m3/s)

• Υt: supply-air temperature from the HVAC system’s air-handling unit (AHU) during
short-term time period t ∈ TO (◦C)

• Φt: fraction of external air used by the AHU during short-term time period t ∈ TO
• Ψt: heat from radiator during short-term time period t ∈ TO (kWh)

• Dt
k: demand for end-use energy type k = {space heat, cooling} during short-term time

period t ∈ TO (kWh, see Section 2.2.3)

• yti,k: requirement of energy type k = {electricity} as input to energy-creating technology
i = {HVAC} during short-term time period t ∈ TO (kWhe, see Section 2.2.3)

3.3 Constraints

Constraints for the flow of energy at the lower level are described in this section. They
should be viewed as supplementing the upper-level constraints in Section 2 by taking a more
expansive perspective on certain types of energy demands, building physics, and system ther-
modynamics. Thus, in line with the EnRiMa DSS schema in Fig. 1, upper- and lower-level
energy-balance constraints together would allow the optimisation of operational decisions.

Λt =

 1
γair·ρair·ψ

δ
+ ν · αwall + Ωt

vent · ρair · γair

 ·
[
γair · ρair · ψ

δ
· Λt−1

+Ψt · η
δ
+ ν · αwall · χ

t−1 + σt−1 · ϵ · ϕ · αglass + λt−1 · αfloor

+ρair · γair · Ω
t
vent ·Υ

t

]
,∀ t ∈ TO (11)

Eq. 11 updates the zone temperature based on the current zone temperature, the external
temperature, internal load, and both conventional and HVAC systems while accounting for
the building shell’s characteristics. It is derived from Platt et al. (2010) by adding solar gain
and the conventional heating sources. In particular, the terms inside the square brackets on
the right-hand side reflect in order the natural zonal temperature change, the heat added
by the radiator, the energy lost or gained due to the external temperature, the effect of
solar insolation through windows, any internal loads, and heating or cooling via the HVAC
system. For clarity, if we consider a simple zone with no heating or HVAC system, then Eq.
11 becomes the following:
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Λt =

 1
γair·ρair·ψ

δ
+ ν · αwall

 ·
[
γair · ρair · ψ

δ
· Λt−1

+ν · αwall · χ
t−1 + σt−1 · ϵ · ϕ · αglass + λt−1 · αfloor

]
,∀ t ∈ TO

Thus, according to this simpler equation, the zone temperature in time period t is simply
a weighted average of the zone temperature in time period t − 1, the effect of the external
temperature, the effect of solar gain, and the effect of internal load. This approximates the
situation in Fig. 7, i.e., that the overall heat flow in the zone must equal the heat transferred
through the wall plus the effect of the internal load and solar gain. Eq. 11 is ultimately
derived by adding the sources of heating and cooling. The situation for a full conventional
heating system is shown in Fig. 8, where the numbers refer to the following:

1. Heat transferred from the radiator to the air

2. Heat from the air ventilation system

3. Heat transferred through the wall connected to the outside

4. Solar gain

5. Internal load

 

 

 

 

 

 

( )tt

wall
Λ−⋅⋅ −1χαν  

1−tχ
 

δ
ψργ

t

airair

∆Λ⋅⋅⋅  

tΛ  

Figure 7: Simple Model with a Wall Separating the Zone from the Outside

κt ≤ Λt ≤ κt, ∀ t ∈ TO (12)

Eq. 12 is the constraint on zone temperature, which must be between the lower and upper
limits during each short-term time period.

Ψt =
δ

η
· ξ ·

 (ζ − Γt)

ln
(
ζ−Λt

Γt−Λt

) · 1
ϱ

φ

,∀ t ∈ TO (13)
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Figure 8: Full Model for the Conventional Heating System

Eq. 13 determines how heat is transferred from the radiator to the air for a conventional
heating system. This relationship is derived from DIN (2003) and is dependent on the
current zone temperature. Note that φ and ϱ reflect the radiator’s technical features. In
particular, the former is used to determine the temperature driving force for heat transfer
in flow systems. Meanwhile, the latter describes the non-linear relation between the heat
output and the mean transmission temperature of the radiator.

Ψt =
δ

η
· Ωt

water · ρwater · γwater ·
(
ζ − Γt

)
, ∀ t ∈ TO (14)

Eq. 14 reflects how heat is exchanged inside the radiator and, thus, is a function of the water’s
flow rate. It is obtained from Xu et al. (2008) assuming that the supply water temperature
is constant.

Dt

space heat =
δ

η
· Ωt

water · ρwater · γwater ·
(
ζ − Γt−1

)
,∀ t ∈ TO (15)

Eq. 15 determines the heat required inside the boiler to change the temperature of water
from the current return-water temperature to the required supply-water temperature for
period.

Λt ≤ Γt ≤ ζ, ∀ t ∈ TO (16)

Eq. 16 states the return-water temperature for each period cannot exceed the supply-water
temperature and must be greater than the zone temperature for this period.

Dt

space heat ≤ ι,∀ t ∈ TO (17)
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Eq. 17 restricts the maximum heat that can be demanded in any time period.

µwater ≤ Ωt
water ≤ µwater,∀ t ∈ TO (18)

Eq. 18 constrains the water flow rate in each period.

Υt =


Φt · χt−1 + (1− Φt) · Λt−1 if ventilation only
ς if cooling and χt−1 < χ

ς +
(
ς−ς
χ−χ

)
·
(
χt−1 − χ

)
if cooling and χ ≤ χt−1 < χ

ς if cooling and χ ≤ χt−1

,

∀ t ∈ TO (19)

Eq. 19 describes the setting of the supply-air temperature for the AHU, which is a piece-
wise linear function in case of ventilation with cooling (Engdahl and Johansson, 2004). A
stylised representation of the AHU’s supply-air temperature as a function of the external
temperature is given in Fig. 9. For example, in it, χ = 20, χ = 10, ς = 18, and ς = 12. 
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Figure 9: AHU’s Stylised Supply-Air Temperature Function

Dt

cooling = Ωt
vent · ρair · γair ·

δ

η
·
(
Φt · χt−1 +

(
1− Φt

)
· Λt−1 −Υt

)
, ∀ t ∈ TO (20)

Eq. 20 calculates the cooling demand for each period as the energy required to bring the
temperature of the return air from the AHU mixed with the outside air to the supply-air
temperature.
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ytHVAC,electricity =

{
ω · Ωt

vent if ventilation only
EHVAC,electricity,cooling ·Dt

cooling if cooling ,

∀ t ∈ TO (21)

Eq. 21 determines the electricity needed to meet either the ventilation requirement or the
cooling demand during each period.

τ ≤ Φt ≤ τ , ∀ t ∈ TO (22)

Eq. 22 constrains the proportion of external air taken in by the AHU during each period.

µvent ≤ Ωt
vent ≤ µvent,∀ t ∈ TO (23)

Eq. 23 constrains the AHU’s air-flow rate during each period.
Given Eqs. 11 through 23, an operational optimisation problem may be formulated for

meeting each site’s temperature requirements given the existing configuration. These con-
straints may also be merged with the upper-level constraints from Section 2.3 in order to
reflect the site’s equipment capacities and financial positions while taking a more expansive
view of demand for space heat and cooling, which is being done in the concurrent EnRiMa
Deliverable D4.2.

3.4 Implementation of Lower-Level Constraints

In this section, we illustrate the benefits of modelling the operations of the heating and
cooling systems via the lower-level constraints described in Section 3.3. Although the upper-
level constraints from Section 2.3 may be included (and will be included in the concurrent
Deliverable D4.2), here, we focus only on optimising the operations of the heating and cooling
systems taking all other operational decisions, e.g., regarding the meeting of other energy
requirements, as fixed. Thus, the scope of the optimisation in this section is to determine
zonal temperature settings that ultimately result in end-use demand for space heat and
cooling (and intermediate electricity demand for the HVAC system) rather than assuming
that such demands are fixed. The objective function for a problem covering only the cost
minimisation of the conventional heating system for a site such as FASAD that uses a boiler
to produce the hot water for space heat (via NG purchased from the RTG market) is:

min
∑
t∈TO

CP t

NG,RTG ·Dt

space heat · Eboiler,NG,hot water (24)

On the other hand, if the site is like Pinkafeld, which meets its space heat demand via
purchases of district heat from the RTH market and also uses electricity to run an HVAC
system, then the objective function that minimises the cost of the energy needed to meet
space heat and cooling demands becomes:

min
∑
t∈TO

(
CP t

electricity,RTE · ytHVAC,electricity + CP t

heat,RTH ·Dt

space heat

)
(25)
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The objective function in either Eq. 24 or Eq. 25 is subject to the constraints in Eqs. 11
through 23. More elaborate objective functions may be devised and merged with the upper-
level operational constraints for a full operational DSS module. However, our aim here is
simply to illustrate that the lower-level constraints may be embedded in an optimisation
problem that is tractable. Finally, although the examples we present here are on an hourly
basis for typical winter days given deterministic energy prices, the model is flexible enough
to be run at various time intervals and under uncertain prices, weather conditions, or loads.
Furthermore, the objective function may focus on decreasing energy consumption or CO2

emissions directly.

3.4.1 Numerical Example for FASAD

The parameters along with initial state variables required for FASAD during a typical winter
day are indicated below:

• δ = 3600 s

• η = 3600 s/h

• γwater = 4.1855 kJ/(kg·K)

• ρwater = 998.2071 kg/m3

• γair = 1.0189 kJ/(kg·K)

• ρair = 1.20 kg/m3

• ψ = 41901 m3

• ν = 0.00133 kW/(m2 ·K)

• αwall = 2282 m2

• αglass = 842 m2

• ϵ = 0.60

• ϕ = 0.40

• αfloor = 5771 m2

• ζ = 75 ◦C

• ι = 636 kWh

• µwater = 0.00181 m3/s

• ξ = 636 kW

• Λ0 = 16 ◦C

• Γ0 = 50 ◦C

• µvent = 10 m3/s

• µvent = 0 m3/s
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• φ = 1.33

• χ0 = 3.8 ◦C

• σ0 = 0

• λ0 = 0.007 kW/m2

• Eboiler,NG,hot water = 1.11 kWh/kWh

• CP t

electricity,RTE = 0.134571 e/kWhe

• CP t

NG,RTG = 0.05056 e/kWh

In effect, hourly operational decisions are to be made for a full day given deterministic energy
prices and accurate weather forecasts for each hour (Table 1).

Table 1: Input Parameter Data for FASAD (Typical Winter Day)
t χt σt λt κt κt

1 3.8 0 0.007 19 22
2 3.5 0 0.007 19 22
3 3.4 0 0.007 19 22
4 3.4 0 0.007 19 22
5 2.9 0 0.007 19 22
6 2.6 0 0.010 19 22
7 2.2 0 0.010 19 22
8 2.2 0 0.010 22 25
9 2.2 0.09248 0.010 22 25
10 2.4 0.12727 0.010 22 25
11 3.1 0.18849 0.010 22 25
12 5.9 0.16171 0.010 22 25
13 6.5 0.17603 0.010 22 25
14 7.0 0.17455 0.010 22 25
15 7.7 0.13605 0.010 22 25
16 8.4 0.12686 0.010 22 25
17 7.7 0 0.010 22 25
18 7.4 0 0.010 22 25
19 6.8 0 0.010 22 25
20 6.4 0 0.010 22 25
21 6.6 0 0.010 22 25
22 5.1 0 0.007 19 22
23 4.8 0 0.007 19 22
24 4.6 0 0.007 19 22

The hourly operational results are given in Tables 2, 3, and 4 for cases with fixed temper-
ature requirements (the mean of the lower and upper desired limits), fixed lower temperature
requirements, and a temperature range over which optimisation of the heating and the nat-
ural ventilation systems can occur, respectively. The non-linear deterministic optimisation
problem for the case with temperature ranges is implemented in Matlab and solved for a
typical winter day using hourly decision-making steps within 33 seconds. This optimisation
may be performed with shorter decision-making steps, over a longer time horizon, or under
uncertain energy prices depending on the user’s requirements. These issues will be addressed
in the implementation of the EnRiMa DSS in forthcoming WPs.
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Daily energy consumption and costs are summarised in Table 5. The optimisation case
results in daily energy consumption of 543.81 kWh, which is a 22% reduction from the level
of 699.85 kWh in the case where the temperature requirement is set rigidly to the mean
of the upper and lower limits. Even when the rigid temperature requirement is set to the
lower limit, the total energy consumption is 556.33 kWh, which is 2% higher than in the
optimised case with less user comfort. The percentage savings in daily costs are of similar
magnitudes. However, these numbers should be treated with caution because of the lack of
precision with the parameters available from FASAD used as inputs to the model, e.g., the
internal loads or external temperatures. Nevertheless, these are preliminary results simply to
illustrate that the lower-level details of the building and heating or cooling systems may be
included tractably into an optimisation framework. In subsequent WPs, we will validate the
approach using more precise data from both the test site as well as the laboratory facility.

Table 2: Mean-Temperature Lower-Level Operations for FASAD (Typical Winter Day)
t Λt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent
1 20.50 - 108.12 21.39 0.0005 50.41 0
2 20.50 - 44.08 20.52 0.0002 43.37 0
3 20.50 - 45.60 20.52 0.0002 45.60 0
4 20.50 - 46.10 20.52 0.0002 46.10 0
5 20.50 - 46.10 20.52 0.0002 46.10 0
6 20.50 - 48.63 20.53 0.0002 48.64 0
7 20.50 - 32.84 20.50 0.0001 32.82 0
8 23.50 - 92.73 24.14 0.0004 99.36 0
9 23.50 - 50.03 23.54 0.0002 49.45 0
10 23.50 - 31.35 23.50 0.0001 31.32 0
11 23.50 - 23.30 23.50 0.0001 23.30 0
12 23.50 - 7.39 23.50 0.00003 7.39 0
13 23.50 5.90 0.00 23.50 0 0 0.06
14 23.50 6.50 0.00 23.50 0 0 0.35
15 23.50 7.00 0.00 23.50 0 0 0.47
16 23.50 7.70 0.00 23.50 0 0 0.27
17 23.50 8.40 0.00 23.50 0 0 0.38
18 23.50 - 22.21 23.50 0.0001 22.21 0
19 23.50 - 23.73 23.50 0.0001 23.73 0
20 23.50 - 26.77 23.50 0.0001 26.77 0
21 23.50 - 28.79 20.23 0.0001 28.79 0
22 20.50 6.60 0.00 23.50 0 0 1.77
23 20.50 - 37.50 20.51 0.0002 35.44 0
24 20.50 - 39.02 20.51 0.0002 39.02 0

Figs. 10 and 11 indicate how the zone temperatures change during the day relative to
the external temperatures. Due to high solar gains in the middle of the day and the rigid
temperature requirement, natural ventilation is even required. By contrast, the optimisa-
tion case allows the zone temperatures to drift within the acceptable range, thereby taking
advantage of the solar gains (Fig. 12).

3.4.2 Numerical Example for Pinkafeld

The parameters along with initial state variables required for Pinkafeld during a typical
winter day that are different from those for FASAD are indicated below:
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Table 3: Low-Temperature Lower-Level Operations for FASAD (Typical Winter Day)
t Λt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent
1 19.00 3.80 79.18 19.25 0.0003 35.51 0
2 19.00 3.80 36.49 19.00 0.0002 36.63 0
3 19.00 3.50 38.01 19.00 0.0002 38.01 0
4 19.00 3.40 38.51 19.00 0.0002 38.51 0
5 19.00 3.40 38.51 19.00 0.0002 38.51 0
6 19.00 2.90 41.04 19.01 0.0002 41.05 0
7 19.00 2.60 25.25 19.00 0.0001 25.24 0
8 22.00 2.20 85.14 22.42 0.0004 90.68 0
9 22.00 2.20 42.45 22.01 0.0002 42.12 0
10 22.00 2.20 23.76 22.00 0.0001 23.75 0
11 22.00 2.40 15.72 22.00 0.0001 15.72 0
12 22.00 3.10 0.00 22.00 0 0 0.01
13 22.00 5.90 0.00 22.00 0 0 0.45
14 22.00 6.50 0.00 22.00 0 0 0.78
15 22.00 7.00 0.00 22.00 0 0 0.93
16 22.00 7.70 0.00 22.00 0 0 0.74
17 22.00 8.40 0.00 22.00 0 0 0.88
18 22.00 7.70 14.63 22.00 0.0001 14.63 0
19 22.00 7.40 16.14 22.00 0.0001 16.14 0
20 22.00 6.80 19.18 22.00 0.0001 19.18 0
21 22.00 6.40 21.20 22.00 0.0001 21.20 0
22 19.00 6.60 0.00 22.00 0 0 2.49
23 19.00 5.10 29.92 19.00 0.0001 28.31 0
24 19.00 4.80 31.43 19.00 0.0001 31.43 0

• ψ = 11081.104 m3

• ν = 0.000413 kW/(m2 ·K)

• αwall = 6143 m2

• αglass = 426 m2

• ϕ = 0.670118

• αfloor = 2088.8825 m2

• ζ = 80 ◦C

• ι = 168 kWh

• µwater = 0.00245 m3/s

• ξ = 168 kW

• Γ0 = 40 ◦C

• µvent = 3.61 m3/s

• φ = 1.33

• χ0 = −3.56 ◦C

36



Table 4: Optimal Lower-Level Operations for FASAD (Typical Winter Day)
t Λt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent
1 20.26 - 103.53 21.02 0.0005 47.95 0
2 19.30 - 24.29 19.30 0.0001 23.54 0
3 19.00 - 33.75 19.00 0.0001 33.58 0
4 19.00 - 38.51 19.00 0.0002 38.52 0
5 19.00 - 38.51 19.00 0.0002 38.51 0
6 19.00 - 41.04 19.01 0.0002 41.05 0
7 19.00 - 25.25 19.00 0.0001 25.24 0
8 22.00 - 85.14 22.42 0.0004 90.68 0
9 22.00 - 42.45 22.01 0.0002 42.12 0
10 22.00 - 23.76 22.00 0.0001 23.75 0
11 24.42 - 62.48 24.57 0.0003 65.66 0
12 23.80 - 0.00 24.57 0 0 0
13 23.79 - 0.00 24.57 0 0 0
14 24.09 - 0.00 24.57 0 0 0
15 24.43 - 0.00 24.57 0 0 0
16 24.46 - 0.00 24.57 0 0 0
17 24.57 - 0.00 24.57 0 0 0
18 23.14 - 0.00 24.57 0 0 0
19 22.00 - 0.00 24.57 0 0 0
20 22.00 - 19.15 22.00 0.0001 18.22 0
21 22.04 - 21.89 22.04 0.0001 21.91 0
22 20.98 - 0.00 22.04 0 0 0
23 19.00 - 1.74 19.00 0 1.65 0
24 19.00 - 31.43 19.00 0.0001 31.43 0

Table 5: Summary of Lower-Level Operational Results for FASAD (Typical Winter Day)
Case Space Heat Demand Cost

(kWh) (e)
Fixed Mean Temperature 699.85 39.28
Fixed Lower Temperature 556.33 31.22
Optimisation with Fixed Prices 543.81 30.52

• λ0 = 0.001436 kW/m2

• τ = 0

• τ = 0.50

• EHVAC,electricity,cooling = 0.2857 kWhe/kWh

• ς = 18 ◦C

• ς = 12 ◦C

• χ = 20 ◦C

• χ = 10 ◦C

• CP t

electricity,RTE = 0.15 e/kWhe

• CP t

heat,RTH = 0.08028 e/kWh
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Figure 10: Mean Fixed-Temperature Setting for FASAD (Typical Winter Day)

• ω = 0.75 kWhe/(m
3/s)

Again, hourly operational decisions are to be made during each hour for a full day. Besides
the fixed energy prices, we also perform a case with a TOU tariff for both electricity and
heat prices as in Table 6.

The hourly operational results for fixed prices (the current situation for Pinkafeld) are
given in Tables 7, 8, and 9 for the same three cases as for FASAD in Section 3.4.1. In
addition, since Pinkafeld has an HVAC system, the fraction of external air that can be taken
in by the AHU is 0.50 in the two cases with fixed temperature requirements, whereas it
is a decision variable in the optimisation case. However, this has a minor impact on the
overall results due to the relatively low electricity requirements. Optimisation results under
a TOU tariff (a possibility in the future) are given in Table 10. The non-linear deterministic
optimisation problems for the two cases with temperature ranges are again solved in Matlab
using hourly decision-making steps within 33 seconds.

Daily energy consumption and costs are summarised in Table 11. The optimisation case
results in daily energy consumption of 632.79 kWh (or 632.84 kWh under a TOU tariff),
which is a 10% reduction from the level of 701.84 in the case where the temperature require-
ment is set rigidly to the mean of the upper and lower limits. Unlike the example for FASAD
in Section 3.4.1, we could be more confident in the preliminary results for Pinkafeld due to
the availability of more precise data. Again, when the rigid temperature requirement is set
to the lower limit, the total energy consumption is 638.78 kWh, which is 1% higher than in
the optimised case with less user comfort. Hence, the optimisation approach proposed here
may support building operators in trading off energy costs and user comfort.

Figs. 13 and 14 indicate how the zone temperatures change during the day relative to
the external temperatures. Due to high solar gains in the middle of the day and the rigid
temperature requirement, the HVAC system needs to be operated, which creates relatively
high electricity consumption in comparison to the two optimisation cases. By contrast, the
two optimisation cases again allow the zone temperatures to drift within the acceptable
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Figure 11: Low Fixed-Temperature Setting for FASAD (Typical Winter Day)

range, thereby taking advantage of the solar gains (Figs. 15 and 16). While the pattern
of energy consumption is similar, the case with a TOU tariff results in pre-heating of the
building at 6 AM. Given the temperature range, the operational module of the DSS is able
to keep the zone temperature within the range by taking advantage of the solar gain during
the late afternoon hours. The daily space heat demand is 629.15 kWh and 629.24 kWh with
fixed prices and a TOU tariff, respectively. In addition, there is 3.64 kWhe of electricity
required in each case for ventilation as opposed to 5.77 kWhe and 7.77 kWhe in the cases
with fixed required temperatures. Surprisingly, even with a lower fixed temperature setting
as in Table 8 and Fig. 14, the energy and cost savings are not as high as with an optimisation
that provides a temperature range. In effect, the flexibility of the building’s conventional
heating and HVAC systems to respond to environmental and market conditions is valuable
from both economic and energy-efficiency perspectives.

4 Conclusions

Improving energy efficiency in public buildings is a critical component of the EU’s policy
for reaching its climate target goals for 2020, i.e., reduction by 20% of the total energy
consumption, 20% contribution of renewable energies to total energy production, and 20%
reduction of greenhouse gases such as CO2 below 1990 emissions. The EnRiMa project will
provide an ICT-based DSS with enhancements to the existing state-of-the-art research in
terms of modelling energy flows, generating scenarios for dealing with uncertainties, and
developing an SMS to handle multi-criteria stochastic optimisation at the building level.
In this document, the first of these features is the focus as we create a flexible approach
for modelling energy flows that could be applicable to nearly any EU public building. The
advantage of such an approach is that the resulting energy-balance relations are set based and
may be implemented as constraints in an optimisation (the focus of the SMS in Deliverable
D4.2). We use the data collected for our two test sites in order to illustrate how the energy
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Figure 12: Optimal Zone Temperatures for FASAD (Typical Winter Day)

flows may be modelled at both the upper level, i.e., assuming fixed end-use energy demands
and disregarding both building physics and system thermodynamics, and the lower level, i.e.,
abstracting from strategic decisions and focusing on the operation of conventional heating
and HVAC systems. At the upper level, we demonstrate how the principal energy-balance
relation is satisfied, while we run a partial operational optimisation at the lower level to yield
preliminary results, which are encouraging because they imply that energy consumption and
cost may be reduced by 10% from simply deploying the existing energy resources more
efficiently.

It should be strongly emphasised that these numerical results are preliminary and are done
in order to illustrate that our approach of merging building physics with an optimisation
perspective is tractable and potentially beneficial to building operators. At the moment, we
do not have accurate enough data, viz., about internal loads and external temperatures, for
the FASAD site in order to have results that are consistent with observations. However, the
results for Pinkafeld are more in concordance with observations, and we will validate the
model in future WPs in order to make it a suitable component of the final DSS.

Overall, this deliverable meets Operational Objective O1 of the EnRiMa DoW as follows:

1. Energy-balance relations that link energy resources to loads at each decision-making
step in order to specify the efficiency of each alternative.

2. Energy-transfer constraints that determine the capacity of each resource that will be
available based on existing capacities, amount of recoverable heat, and state of charge,
for example.

3. The incorporation of the impact of building retrofits on energy flows is included in the
upper-level energy-balance constraints of Section 2.3 and explained fully in Appendix
B.

4. The development of lower-level energy-balance constraints in Section 3.3 that take user
comfort, building physics, and system thermodynamics into consideration.
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Table 6: Input Parameter Data for Pinkafeld (Typical Winter Day)
t χt σt λt κt κt CP t

electricity,RTE CP t
heat,RTH

1 -3.6 0 0.00287 16 17 0.15 0.06
2 -3.1 0 0.00287 16 17 0.15 0.06
3 -2.8 0 0.00287 16 17 0.15 0.06
4 -2.5 0 0.00287 16 17 0.15 0.06
5 -2.1 0 0.00287 16 17 0.15 0.06
6 -2.0 0 0.00287 16 17 0.15 0.06
7 -1.7 0 0.00287 19 22 0.20 0.10
8 -1.8 0 0.00287 19 22 0.20 0.10
9 -1.4 0.075329 0.006885 19 22 0.20 0.10
10 -0.4 0.140061 0.009935 19 22 0.20 0.10
11 0.6 0.150898 0.010329 19 22 0.20 0.10
12 1.5 0.184557 0.010902 19 22 0.20 0.10
13 2.6 0.169501 0.010455 19 22 0.20 0.10
14 3.4 0.229950 0.013456 19 22 0.20 0.10
15 3.6 0.240787 0.014351 19 22 0.20 0.10
16 3.0 0.197716 0.013028 19 22 0.20 0.10
17 1.8 0 0.00287 19 22 0.20 0.10
18 1.7 0 0.00287 18 22 0.20 0.10
19 2.6 0 0.00287 16 17 0.17 0.08
20 1.4 0 0.00287 16 17 0.17 0.08
21 0.7 0 0.00287 16 17 0.17 0.08
22 0.6 0 0.00287 16 17 0.17 0.08
23 0.6 0 0.00287 16 17 0.17 0.08
24 0.2 0 0.00287 16 17 0.17 0.08

5. An automated procedure for calculating energy-transfer efficiencies is explained in Ap-
pendix A and illustrated via an example for a back-up site.

6. A survey of the literature in Appendix C to demonstrate that part-load efficiency is not
relevant for the technologies we consider at the building level. Nevertheless, we provide
a stylised formulation to deal with this feature in case it is encountered in future work.

For future work, the energy-balance constraints developed in this deliverable will be used
in subsequent WP 4 tasks, viz., 4.5 through 4.7. There, the stochastic optimisation for both
the strategic and operational modules will be implemented and tested. There is also a strong
link with WPs 5 and 6 as the DSS will have to be installed and validated at our two test
sites. Finally, WP 7 will perform a recovery-of-investment analysis in order to quantify the
benefits of the EnRiMa DSS and to propose an exploitation plan in order to increase impact
for stakeholders in the EU. Finally, a working paper based on Section 3 is to be submitted
to either the IEEE Transactions on Power Systems or Computational Management Science
after having been presented at the Computational Management Science Conference (London,
18–20 April) and the EURO Conference (Vilnius, 8–11 July).
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Table 7: Mean-Temperature Lower-Level Operations for Pinkafeld (Typical Winter Day with Fixed Prices)
t Λt Φt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent ytHVAC,electricity
1 16.50 0.00 - 49.78 26.74 0.0002 37.38 0 0
2 16.50 0.00 - 44.99 24.73 0.0002 43.36 0 0
3 16.50 0.00 - 43.73 24.23 0.0002 43.33 0 0
4 16.50 0.00 - 42.97 23.93 0.0002 42.74 0 0
5 16.50 0.00 - 42.20 23.63 0.0002 41.98 0 0
6 16.50 0.00 - 41.19 23.25 0.0002 40.91 0 0
7 20.50 0.00 - 66.14 40.38 0.0004 94.74 0 0
8 20.50 0.00 - 50.32 32.24 0.0003 41.75 0 0
9 20.50 0.00 - 50.58 32.36 0.0003 50.70 0 0
10 20.50 0.00 - 28.28 23.59 0.0001 23.88 0 0
11 20.50 0.00 - 8.28 20.52 0 7.85 0 0
12 20.50 0.00 - 3.06 20.50 0 3.06 0 0
13 20.50 0.50 11.00 0.00 20.50 0 0 0.5322 0.40
14 20.50 0.50 11.55 0.00 20.50 0 0 0.4989 0.37
15 20.50 0.50 11.95 0.00 20.50 0 0 2.3065 1.73
16 20.50 0.50 12.05 0.00 20.50 0 0 2.7435 2.06
17 20.50 0.50 11.75 0.00 20.50 0 0 1.5593 1.17
18 20.00 0.00 - 38.29 26.41 0.0002 42.52 0 0
19 16.50 0.00 - 18.38 17.17 0.0001 15.67 0 0
20 16.50 0.00 - 29.27 19.37 0.0001 30.33 0 0
21 16.50 0.00 - 32.31 20.23 0.0001 32.78 0 0
22 16.50 0.00 - 34.09 20.78 0.0001 34.40 0 0
23 16.50 0.00 - 34.34 20.86 0.0001 34.39 0 0
24 16.50 0.00 - 34.34 20.86 0.0001 34.34 0 0
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Figure 13: Mean Fixed-Temperature Setting for Pinkafeld (Typical Winter Day with Fixed Prices)
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Table 8: Low-Temperature Lower-Level Operations for Pinkafeld (Typical Winter Day with Fixed Prices)
t Λt Φt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent ytHVAC,electricity
1 16.00 0.00 - 46.62 24.77 0.0002 33.77 0 0
2 16.00 0.00 - 43.73 23.61 0.0002 42.83 0 0
3 16.00 0.00 - 42.46 23.12 0.0002 42.09 0 0
4 16.00 0.00 - 41.70 22.83 0.0002 41.49 0 0
5 16.00 0.00 - 40.94 22.55 0.0002 40.73 0 0
6 16.00 0.00 - 39.92 22.17 0.0002 39.66 0 0
7 19.00 0.00 - 58.57 34.23 0.0003 74.00 0 0
8 19.00 0.00 - 46.52 28.54 0.0002 41.38 0 0
9 19.00 0.00 - 46.77 28.66 0.0002 46.87 0 0
10 19.00 0.00 - 24.47 20.93 0.0001 21.27 0 0
11 19.00 0.00 - 4.48 19.00 0 4.33 0 0
12 19.00 0.50 9.80 0.00 19.00 0 0 0.0659 0.05
13 19.00 0.50 10.25 0.00 19.00 0 0 0.9335 0.70
14 19.00 0.50 10.80 0.00 19.00 0 0 0.9241 0.69
15 19.00 0.50 11.20 0.00 19.00 0 0 2.9274 2.20
16 19.00 0.50 11.30 0.00 19.00 0 0 3.4149 2.56
17 19.00 0.50 11.00 0.00 19.00 0 0 2.0945 1.57
18 18.00 0.00 - 21.24 19.19 0.0001 21.31 0 0
19 16.00 0.00 - 22.75 17.34 0.0001 22.08 0 0
20 16.00 0.00 - 28.00 18.49 0.0001 28.52 0 0
21 16.00 0.00 - 31.04 19.30 0.0001 31.46 0 0
22 16.00 0.00 - 32.82 19.81 0.0001 33.10 0 0
23 16.00 0.00 - 33.07 19.89 0.0001 33.11 0 0
24 16.00 0.00 - 33.07 19.89 0.0001 33.07 0 0
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Figure 14: Low Fixed-Temperature Setting for Pinkafeld (Typical Winter Day with Fixed Prices)

43



Table 9: Optimal Lower-Level Operations for Pinkafeld (Typical Winter Day with Fixed Prices)
t Λt Φt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent ytHVAC,electricity
1 16.00 0.00 - 46.62 24.77 0.0002 33.77 0 0
2 16.00 0.00 - 43.73 23.61 0.0002 42.83 0 0
3 16.00 0.00 - 42.46 23.12 0.0002 42.09 0 0
4 16.00 0.00 - 41.70 22.83 0.0002 41.49 0 0
5 16.00 0.00 - 40.94 22.55 0.0002 40.73 0 0
6 16.74 0.00 - 44.60 24.88 0.0002 46.48 0 0
7 19.00 0.00 - 55.78 32.84 0.0003 65.20 0 0
8 19.00 0.00 - 46.52 28.54 0.0002 42.63 0 0
9 19.00 0.00 - 46.77 28.66 0.0002 46.87 0 0
10 19.00 0.00 - 24.47 20.93 0.0001 21.27 0 0
11 19.00 0.00 - 4.48 19.00 0 4.33 0 0
12 19.12 0.00 - 0.00 19.00 0 0 0 0
13 20.66 0.00 - 0.00 19.00 0 0 0 0
14 21.46 0.00 - 0.00 19.00 0 0 0 0
15 22.00 0.50 12.43 0.00 19.00 0 0 1.5615 1.17
16 22.00 0.50 12.80 0.00 19.00 0 0 2.1815 1.64
17 22.00 0.50 12.50 0.00 19.00 0 0 1.1086 0.83
18 18.00 0.00 - 20.05 18.99 0.0001 20.04 0 0
19 16.00 0.00 - 22.75 17.34 0.0001 22.15 0 0
20 16.00 0.00 - 28.00 18.49 0.0001 28.52 0 0
21 16.00 0.00 - 31.04 19.30 0.0001 31.46 0 0
22 16.00 0.00 - 32.82 19.81 0.0001 33.10 0 0
23 16.00 0.00 - 33.07 19.89 0.0001 33.11 0 0
24 16.00 0.00 - 33.07 19.89 0.0001 33.07 0 0
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Figure 15: Optimal Zone Temperatures for Pinkafeld (Typical Winter Day with Fixed Prices)
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Table 10: Optimal Lower-Level Operations for Pinkafeld (Typical Winter Day with a TOU Tariff)
t Λt Φt Υt Ψt Γt Ωt

water Dt
space heat Ωt

vent ytHVAC,electricity
1 16.00 0.00 - 46.62 24.77 0.0002 33.77 0 0
2 16.00 0.00 - 43.73 23.61 0.0002 42.83 0 0
3 16.00 0.00 - 42.46 23.12 0.0002 42.09 0 0
4 16.00 0.00 - 41.70 22.83 0.0002 41.49 0 0
5 16.00 0.00 - 40.94 22.55 0.0002 40.73 0 0
6 17.00 0.00 - 46.22 25.87 0.0002 49.06 0 0
7 19.00 0.00 - 54.81 32.37 0.0003 62.29 0 0
8 19.00 0.00 - 46.52 28.54 0.0002 43.06 0 0
9 19.00 0.00 - 46.77 28.66 0.0002 46.87 0 0
10 19.00 0.00 - 24.47 20.93 0.0001 21.27 0 0
11 19.00 0.00 - 4.48 19.00 0 4.33 0 0
12 19.12 0.00 - 0.00 19.00 0 0 0 0
13 20.66 0.00 - 0.00 19.00 0 0 0 0
14 21.46 0.00 - 0.00 19.00 0 0 0 0
15 22.00 0.50 12.43 0.00 19.00 0 0 1.5615 1.17
16 22.00 0.50 12.80 0.00 19.00 0 0 2.1815 1.64
17 22.00 0.50 12.50 0.00 19.00 0 0 1.1086 0.83
18 18.00 0.00 - 20.05 18.99 0.0001 20.04 0 0
19 16.00 0.00 - 22.75 17.34 0.0001 22.15 0 0
20 16.00 0.00 - 28.00 18.49 0.0001 28.52 0 0
21 16.00 0.00 - 31.04 19.30 0.0001 31.46 0 0
22 16.00 0.00 - 32.82 19.81 0.0001 33.10 0 0
23 16.00 0.00 - 33.07 19.89 0.0001 33.11 0 0
24 16.00 0.00 - 33.07 19.89 0.0001 33.07 0 0

Table 11: Summary of Lower-Level Operational Results for Pinkafeld (Typical Winter Day)
Case Space Heat Demand HVAC Electricity Demand Cost

(kWh) (kWhe) (e)
Fixed Mean Temperature 696.11 5.77 56.74
Fixed Lower Temperature 631.01 7.77 51.83
Optimisation with Fixed Prices 629.15 3.64 51.05
Optimisation with a TOU Tariff 629.24 3.64 50.41
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Figure 16: Optimal Zone Temperatures for Pinkafeld (Typical Winter Day with a TOU Tariff)
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und Kühlung. National Standard DIN EN ISO 13790, Deutsches Institut für Normung
e.V.

Engdahl, F. and D. Johansson (2004). Optimal Supply Air Temperature with Respect to
Energy Use in a Variable Air Volume System. Energy and Buildings 36 (3), 205–218.
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Appendix A: Procedure for Creating Sankey Diagrams

A Sankey diagram is a graphical tool that is used to illustrate the flow of energy between
processes. In particular, the width of the arrows is proportional to the size of the energy
flow. Part of EnRiMa’s progress beyond the state-of-the-art is to automate the calculation
of the energy-transfer efficiencies used in creating Sankey diagrams. The Website of one
EnRiMa partner, CET, presents the daily Sankey diagram of a back-up site, ENERGYbase,
in Vienna, Austria. The Webpage, http://www.cet.or.at/enrima/sankey_en.php, shows
the functionality of the file transfer from a potential test site to the partner’s Web server.
The transferred file includes the daily energy consumption and weather details, which are
stored at 15-minute intervals. In the background, a daily job collects the energy flow details
of the day and stores them into a Microsoft (MS) Excel file. This file is processed into a
Sankey diagram, which can be chosen here to check the daily energy flows at ENERGYbase.

The sequence of actions (see Fig. 17) is as follows:

• At the test site, data are collected and stored continuously within the building man-
agement system (BMS). This back-up test site uses DESIGO from Siemens.

• With the help of the BMS, a pre-defined set of data is stored within the MS Excel file
“data.xls.”

• Each day at the building operator’s computer, an MS Windows script (cmd) is executed
to transfer the collected data (*.xls file) to the pre-defined FTP server (renaming the
file to “dd.mm.yyyy.hh.ii.xls”).

48

http://www.cet.or.at/enrima/sankey_en.php


 

Figure 17: General Data-Collecting sequence for EnRiMa Test Sites

• Each day at the building operator’s computer, an MS Windows script (cmd) is executed
to convert these collected data into a figure (Sankey), which is uploaded it to the pre-
defined FTP server as well.

The Sankey diagram in Fig. 18 represents the daily energy flows at ENERGYbase. Energy
flows are displayed via a Sankey diagram, thereby allowing users to track electrical and
thermal energy flows from their supply up to their final utilisation. Yellow lines represent
electricity flows, while red lines represent heat flows within the Sankey diagram. All numbers
are given in kWh and indicate overall daily energy flows. This Sankey diagram is constructed
using data collected in Figs. 19 through 21, i.e., the monthly energy demand from December
2011 to February 2012, inclusive, at ENERGYbase, which are inputs for the energy-transfer
efficiencies, Ei,k,kk, of Section 2.2.3.

Appendix B: Treatment of Passive Measures

Here, we demonstrate how the LoadCalc tool developed by CET (Groissböck et al., 2011) may
be used to estimate the effects of passive measures such as changes to the building’s envelope.
By considering representative portfolios of passive measures, we are able to estimate the
percentage decrease in the end-use energy consumption of type k ∈ K due to each portfolio
type j ∈ JP for a given building configuration. In other words, using the procedure of
this appendix, we estimate the parameters ODk,j that are defined in Section 2.2.3 and used
in Eq. 1. These parameters may be used as an input to the optimisation problem that
the strategic EnRiMa DSS solves. For example, we would require a matrix in the form
of Table 12. Only ten possible portfolios are indicated here, but any reasonable number
could be proposed depending on the interests of the building manager. Here, portfolio 1
is the most modest one with 10% and 12.5% reductions in the demand for space heat and
cooling, respectively, relative to the building’s current consumption. By contrast, portfolio
10 is the most ambitious one with 60% and 70% reductions, respectively. It is also possible
that adoption of a passive measure may reduce heating demand while increasing that of
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Figure 18: Sankey Diagram for ENERGYbase (29 February 2012)

cooling. Of course, investment costs of each portfolio may also be obtained and used as
input parameters to the optimisation problem solved by the strategic module of the EnRiMa
DSS. The details of this are in the concurrent Deliverable D4.2. Representative costs of these
portfolios may start at e10k (for the most modest one) and be as high as e500k (for the
most ambitious one) depending on the nature of the portfolios and the building’s current
configuration. How these portfolios are adopted is beyond the scope of this deliverable and
is, rather, a topic for the SMS in the concurrent Deliverable D4.2 and future deliverables
to consider. Instead, we outline here how CET’s LoadCalc tool uses information about the
building’s existing configuration in order to estimate the ODk,j parameters.

The LoadCalc tool determines the end-use energy consumption for space heat and cooling
for a given building configuration depending on the building’s shell, solar gains, internal

Data for Sankey Diagram

Imean 74.58 W/m² Tmean 2.98 °C

IN total kWh % in,total kWh el kWh th Process kWh el kWh th OUT total kWh el kWh th % th

electricity net 9944.1 60.6 994.0 --- well --- 0.0heating 0.0 30030.0 100.0

PV 2591.9 15.8 6974.0 heat pumps --- 27400.0cooling 0.0 0.0 0.0

solar heat 3885.0 23.7 601.0 27400.0 aux. pumps heat pumps --- 27400.0electricity only 0.0 0.0 0.0

--- 31285.0 heat storage Puffer + Solar --- 30030.0DEC-System 0.0 0.0 0.0

32.0 3885.0 aux. pumps solar heat --- 3885.0

10.0 0.0 aux. pumps cooling --- 0.0

122.0 30030.0 aux. pumps heating --- 30030.0

3679.0 --- ventilation system --- ---

22768.0 22768.0 Heating

0.0 0.0 Cooling

sum 16421.0 100.0 12536.0 sum 0.0 sum 0.0 30030.0

December 2011

IN OUT

124.0 aux. pumps CCA ---

 

Figure 19: Data for Sankey Diagram at ENERGYbase (December 2011)
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Data for Sankey Diagram

Imean 74.58 W/m² Tmean 2.98 °C

IN total kWh % in,total kWh el kWh th Process kWh el kWh th OUT total kWh el kWh th % th

electricity net 9944.1 60.6 994.0 --- well --- 0.0heating 0.0 30030.0 100.0

PV 2591.9 15.8 6974.0 heat pumps --- 27400.0cooling 0.0 0.0 0.0

solar heat 3885.0 23.7 601.0 27400.0 aux. pumps heat pumps --- 27400.0electricity only 0.0 0.0 0.0

--- 31285.0 heat storage Puffer + Solar --- 30030.0DEC-System 0.0 0.0 0.0

32.0 3885.0 aux. pumps solar heat --- 3885.0

10.0 0.0 aux. pumps cooling --- 0.0

122.0 30030.0 aux. pumps heating --- 30030.0

3679.0 --- ventilation system --- --- Heating

22768.0 22768.0 Cooling

0.0 0.0

sum 16421.0 100.0 12536.0 sum 0.0 sum 0.0 30030.0

January 2012

IN OUT

124.0 aux. pumps CCA ---

 

Figure 20: Data for Sankey Diagram at ENERGYbase (January 2012)

Data for Sankey Diagram

Imean 115.11 W/m² Tmean -1.74 °C

IN total kWh % in,total kWh el kWh th Process kWh el kWh th OUT total kWh el kWh th % th

electricity net 10708.1 53.3 1187.0 --- well --- 0.0heating 0.0 38080.0 99.8

PV 3775.9 18.8 8539.0 heat pumps --- 34630.0cooling 0.0 0.0 0.0

solar heat 5624.0 28.0 885.0 34630.0 aux. pumps heat pumps --- 34630.0electricity only 0.0 0.0 0.0

--- 40254.0 heat storage Puffer + Solar --- 38080.0DEC-System 0.0 80.0 0.2

44.0 5624.0 aux. pumps solar heat --- 5624.0

9.0 0.0 aux. pumps cooling --- 0.0

128.0 38080.0 aux. pumps heating --- 38080.0

3582.0 --- ventilation system --- ---

27912.0 27912.0 Heating

0.0 0.0 Cooling

sum 20108.0 100.0 14484.0 sum 0.0 sum 0.0 38160.0

February 2012

IN OUT

110.0 aux. pumps CCA ---

 

Figure 21: Data for Sankey Diagram at ENERGYbase (February 2012)

loads, infiltration, and thermal heat transfer. When the same end-use energy consumption
is calculated under a modified building configuration that installs the retrofits proposed
by any one of the portfolios of passive measures, the percentage change in the end-use
energy demand of each type may be calculated. Thus, these serve as estimates of the
ODk,j parameters. Fig. 22 indicates the various forces that interact to determine the zone
temperature. These may include thermal heat transfer (based on the difference between
the external and internal surface temperatures), external gains (mainly through windows),
internal gains (such as loads from occupants or electrical equipment), effects of heating or

Table 12: Energy-Reducing Effects of Representative Portfolios of Passive Measures
j ODspace heat,j ODcooling,j
1 0.10 0.125
2 0.15 0.25
...

...
...

10 0.60 0.70
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Figure 22: Energy-Flow Paths within a Building

cooling systems, and natural infiltration. We summarise these effects via Eq. 26 as follows:

Ξt =

(∑
d∈DO

ϖt
d +

∑
d∈DT

ϖt
d + λt · αfloor +

∑
d∈DI

ϖt
d +

∑
d∈DA

ϖt
d

)
· δ
η
, ∀ t ∈ T (26)

The nomenclature associated with this equation is as follows:

• d: index for type of energy flow

• D ⊃ DO ∪ DT ∪ DI ∪ DA: set of all types of energy flows

– DO: set of energy flows across opaque surfaces

– DT : set of energy flows through transparent surfaces

– DI : set of energy flows through natural infiltration

– DA: set of energy flows through the air

• Ξt: total heat flow during period t ∈ T , i.e., a negative (positive) value requires cooling
(heating) (kWh)

• ϖt
d: heat exchange during period t ∈ T involving surface type d ∈ D (kW)

• λt: internal load per area of the zone during period t ∈ T (kW/m2)

• αfloor: area of the floor of the zone (m2)

• δ: length of decision-making period (s)

• η: number of second in an hour (s/h)
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Next, each component of Eq. 26 may be derived separately. First, we explore losses
through opaque surfaces (DIN, 2006):

ϖt
d = (FFd · νd · αd + ννd · αd) ·

(
Λt − χt

)
, ∀ t ∈ T , d ∈ DO (27)

The additional nomenclature associated with this equation is as follows:

• FFd: temperature correction coefficient for surface type d ∈ DO, e.g., 1.0 for the outer
wall and 0.6 for the floor next to the soil

• νd: heat transition coefficient of surface d ∈ DO, i.e., a lower one implies greater effi-
ciency (kW/m2 ·K)

• αd: area of the surface (m2)

• ννd: thermal coupling coefficient, which corrects for losses through corners (kW/m2 ·K)

• Λt: zone temperature during period t ∈ T
Eq. 27 accounts for losses through opaque surfaces like walls. It also corrects for the heat
losses through thermal bridges, e.g., corners, via the ννd terms. In particular, if νd ≤ 0.0004,
then ννd = 0.0001, but if 0.0004 ≤ νd < 0.0008, then ννd = 0.00005. Finally, if νd ≥ 0.0008,
then ννd = 0 (DIN, 2008).

Second, we explore losses through transparent surfaces:

ϖt
d = (FFd · (νd − θd · ϵ · FFd) · αd + ννd · αd) ·

(
Λt − χt

)
, ∀ t ∈ T , d ∈ DT (28)

The additional nomenclature associated with this equation is as follows:

• θd: direction correction coefficient, e.g., 0.00095 for north, 0.00165 for both east and
west, and 0.00240 for south (kW/m2 ·K)

• ϵ: mean energy transmission coefficient of glass

The parameter FFd for glass is 1.00 without any sun protection, decreases to 0.75 with a
reflecting surface, and goes all the way down to 0.25 with externally mounted blinds.

As for internal loads, i.e., λt · αfloor, they are obtained from either historical data or
building simulation. In Fig. 23, we show a simulation for the hourly internal load at the
Pinkafeld test site based on occupancy and equipment.

 

Figure 23: Pinkafeld Internal Loads

Natural infiltration is accounted for by Eq. 29:

ϖt
d = Ωt

vent · ρair · γair ·
(
Λt − χt

)
, ∀ t ∈ T , d ∈ DI (29)

The additional nomenclature associated with this equation is as follows:
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• Ωt
vent: flow rate for air to HVAC system during period t ∈ T (m3/s)

• ρair: specific density of air (kg/m3)

• γair: specific heat capacity of air (kJ/kg·K)

Finally, we account for heat requirements for air conditioning by relying on the survey of
43 different types of HVAC systems in DIN (2007). First, we determine the enthalpy of the
inlet and outlet air as follows:

hot = 1.01χt + xot ·
(
2501 + 1.86 · χt

)
,∀ t ∈ T (30)

hit = 1.01Λt + xit ·
(
2501 + 1.86 · Λt

)
,∀ t ∈ T (31)

The additional nomenclature associated with these equations is as follows:

• hot: enthalpy of humid air outside the building during period t ∈ T (kJ/kg)

• hit: enthalpy of humid air inside the buildnig during period t ∈ T (kJ/kg)

• xot: amount of water per unit of external air (kg/kg)

• xit: amount of water per unit of internal air (kg/kg)

Consequently, the thermal heat loss through the HVAC system is given by Eq. 32:

ϖt
d = Ωt

vent · ρair ·
(
γair ·

(
χt − Λt

)
− EE ·

(
hit − hot

))
,∀ t ∈ T , d ∈ DA (32)

The only new term here is EE, which is the efficiency of the heat recovery.
Once it is possible to calculate Ξt for each hour under the current building configuration,

the heating (if Ξt > 0) or cooling (if Ξt < 0) demand for that hour is obtained. Summing each
of these up over the entire year, we estimate the annual heating and cooling demands with
the current building configuration. Next, in order to estimate the impact of each passive-
measure portfolio on end-use energy consumption, we repeat the procedure but with the
parameters of the passive measures in each portfolio replacing the ones in Eqs. 26 through 32.
Consequently, the annual heating and cooling demand under each passive-measure portfolio
may be obtained. Finally, taking the difference and dividing by the original demand yields
the percentage reduction in each type of demand. Repeating this exercise for each candidate
portfolio, thus, yields the parameters ODk,j.

Appendix C: Treatment of Part-Load Efficiency for On-Site Gen-
eration

The energy-conversion efficiencies of all equipment vary depending on the level of output.
In particular, efficiency may be lower if part-load operations are in effect. Although part-
load efficiency is reflected in most optimisation models for central-station generation (Conejo
et al., 2010), it has not been included in corresponding research at the building level, e.g.,
addressing generators with capacities of under 100 kWe. Indeed, our own energy-balance
relations assume such constant efficiencies both at the upper and lower levels, e.g., see Eqs.
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4 and 21, respectively. Here, we explore the empirical evidence on part-load efficiency for
DER.

In Fig. 24, the electrical and thermal efficiencies of a 1 kWe fuel cell CHP unit appropriate
for installation in a single-family dwelling are indicated (Kaarsberg et al., 2000). Although
there is some variation in the efficiencies, they are relatively constant as long as the load is
more than 20% of the rated capacity, i.e., the electrical efficiency varies between 30% and
35% in this range. Using data from Matic (2007), we obtain a similar conversion efficiency
for a gas-fired 14.3 kWe CHP unit (similar to the one installed at FASAD) in Fig. 25. As for
the fuel cell, the electrical efficiency is relatively stable for loads greater than 25% of rated
capacity, i.e., they vary between 28% and 35%. On the other hand, some studies have found
a more profound effect due to part-load efficiency for small-scale generators. For example,
Rahman and Pipattanasomporn (2010) report an efficiency range from 19% to 28% for a
30 kWe MT between 20% and 100% load (Fig. 26). Furthermore, Bonilla et al. (2008) find
similar inefficiencies in gas turbines and some internal combustion engines, although CHP
systems are less prone to exhibiting as drastic efficiency losses for low part loads. Overall,
there is no clear picture on the effect of part-load efficiencies for small-scale technologies,
which is why we feel that our assumption of constant efficiencies in Section 2 is defensible.
Nevertheless, we propose an alternative formulation that may take into part-load effiencies by
approximating the non-linear curve in Fig. 26 with a piecewise-linear function. Consequently,
a stylised adjustment to Eq. 4 may be formulated by first defining additional terminology as
follows:

• ii ∈ II i: index for part-load input ranges

• II i: set of part-load input ranges for energy-creating technology i ∈ I

• Ei,ii,k,kk: units of energy type k ∈ KI,i needed to produce one unit of energy type
kk ∈ KO,i in energy-creating technology i ∈ I over range ii ∈ II i (kWh/kWhe or
kWh/kWh)

• bbi,ii,k: lower input level for energy type k ∈ KI,i over part-load range ii ∈ II i for
energy-creating technology i ∈ I (kWhe or kWh)

• yp,m,ti,ii,k : units of energy type k ∈ K used in energy-creating technology i ∈ I over range
ii ∈ II i during period p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

• zp,m,ti,ii,kk: units of energy type kk ∈ K produced by energy-creating technology i ∈ I over
range ii ∈ II i during period p ∈ P , m ∈ M, t ∈ T (kWhe or kWh)

We remark that bbi,|IIi|+1,k = spi ·Ei,|IIi|,k,kk if i ∈ IC and bbi,|IIi|+1,k = Gi · spi ·Ei,|IIi|,k,kk
if i ∈ ID. Furthermore, Ei,ii,k,kk is non-increasing in ii. Thus, Eq. 4 may be replaced by Eqs.
33 and 34:

zp,m,ti,ii,kk =
∑
k∈KI,i

yp,m,ti,ii,k

Ei,ii,k,kk
,∀ i ∈ I, ii ∈ II i, kk ∈ KO,i, p ∈ P ,m ∈ M, t ∈ T (33)

∑
k∈KI,i

bbi,ii,k
Ei,ii,k,kk

≤ zp,m,ti,ii,kk ≤
∑
k∈KI,i

bbi,ii+1,k

Ei,ii,k,kk
,

∀ i ∈ I, ii ∈ II i, kk ∈ KO,i, p ∈ P ,m ∈ M, t ∈ T (34)

55



Finally, we sum up the energy input and output over all the part-load ranges for each energy
type in order to determine the total energy input and output:

zp,m,ti,kk =
∑
ii∈IIi

zp,m,ti,ii,kk, ∀ i ∈ I, kk ∈ KO,i, p ∈ P ,m ∈ M, t ∈ T (35)

yp,m,ti,k =
∑
ii∈IIi

yp,m,ti,ii,k , ∀ i ∈ I, k ∈ KI,i, p ∈ P ,m ∈ M, t ∈ T (36)

In terms of implementation, we would use auxiliary decision variables that would indicate
the operating region and the weighting between consecutive pairs of breakpoints (Winston
and Venkataramanan, 2002).

 

Figure 24: Part-Load Efficiency for a Fuel Cell CHP (Kaarsberg et al., 2000)

Investigating other types of DER, Bonilla et al. (2008) find that the operating temperature
may also affect some generators, boilers, heat pumps, and storage equipment more than
others. However, since we proposed in the EnRiMa DoW to handle this issue via sensitivity
analyses, we feel that incorporating the effect of operating temperatures on the energy output
at the upper level of the operational module is beyond the scope of the project.
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Figure 25: Part-Load Efficiency for a 14.3 kWe CHP Unit (Matic, 2007)

 

Figure 26: Part-Load Efficiency for a 30 kWe MT (Rahman and Pipattanasomporn, 2010)
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