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Adapting a parser to clinical text  
by simple pre-processing rules

2) Identify errors made by the parser on sentence types typical to the clinical domain.
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Figure 4: An example of in which the word ’inga’
receives an incorrect head.

Figure 5: An example of in which the first word
in a compound expression is interpreted as a de-
terminer to the second.

often (but not always) because they are abbrevi-
ations and are therefore AT relations are labeled
as DT relations instead. Compound words are not
always recognised as such, but the first word are
parsed as a determiner to the second. About a third
of the sentences of type nn pp nn pp nn mad had
problems with where to attribute the preposition.

5 Part III: Pre-processing

The third part consisted of constructing pre-
processing rules given the errors found in the pre-
vious step, and to evaluate these pre-processing
rules.

5.1 Method

Given the results of the error analysis, two pre-
processing rules were constructed. The first rule
added copula in the middle of sentences of the type
noun + adjective. The second rule added the pro-
noun ’I’ as the first word in sentences starting with
a verb. Neither of these rules were applied on sen-
tences ending with a question mark.

Figure 6: An example of an incorrect preposition
attachment.

The same pre-trained parser model was applied
on pre-processed sentences as on the original sen-
tences. After the model had been applied, the
added sentence initial pronoun was removed. A
subset of the sentences that were given another
parsing when pre-processing was applied, were
manually analysed.

5.2 Results

10 sentenced types were affected by the pre-
processing rules. The number or original sen-
tences and the proportion of these receiving a dif-
ferent parsing after the pre-processing is shown in
columns In test and Changed of Table 5.2. For
the sentence type nn jj mad, all sentences received
a different parsing and for the type vb nn pp nn
mad, about half of the sentences were affected.
For three sentence types, between 21% and 33%
of the sentences received another parsing after pre-
processing, while for the rest, 13% or less of the
sentences had an altered parsing.

A subset of the sentences that received a dif-
ferent parsing were manually classified as cor-
rect or incorrect. The number of manually clas-
sified sentences for each sentence type is shown
i column Manually (Table 5.2). As the included
sentence types are very short, the parsing of the
pre-processed sentences was simply classified into
correct or incorrect. The accuracy for unlabeled
parsing (UL correct) as well as for labeled parsing
(L correct) were measured .

For the sentences that gave an incorrect parsing
after the pre-processing, and more granular com-
parison between the original and the modified was
carried out. For these sentences, the difference be-
tween the pre-processed and the original for the
average unlabeled attachment score (ULS diff ) as
well as for the average labeled attachment score
(LAS diff ) was computed. A negative value indi-
cates a higher attachment score for sentences with-
out pre-processing. Note that it is only incorrectly
parsed sentences that are included in the attach-
ment score calculations, which means that even
though e.g. the sentence type vb ab nn mad has
a negative difference, it only means that for those
10% of the sentences that were incorrectly parsed
by the pre-processed version of the parser, the un-
modified version was better.

Accordingly, the sentence types
vb pp nn nn mad and vb pp nn pp nn mad
were improved by the pre-processing, even
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though they had a very low accuracy. With one
important exception, the rest of the sentence types
that were modified by the pre-processing, had an
accuracy between 64% and 94% for completely
correctly parsed and labeled sentences. Given that
there can only be one correct parsing of a sen-
tence, this means that a sentence was transformed
from an incorrectly parsed sentence to a correctly
parsed sentence in 64% or more of the cases,
when pre-processing was applied. Given that in
the rest of the cases, the parsing is not drastically
degraded, it has a positive effect on the parsing
to apply the pre-processing. The difference in
attachment score shows that the parsing is not
drastically degraded for the incorrect sentences,
even though in most of the cases it changed to a
worse parsing.

The important exception to the positive effect
given by the pre-processing is sentences of the
type vb nn pp nn mad. This is an important type,
since more than half of the sentences belonging
to this type were changed by the pre-processing
rules and also since it is relatively frequent in the
clinical text (0.39% of the sentences belong to this
type). Only 61% of the pre-processed sentences
of this type had a correct unlabeled parsing and
only 32% had a correct labeled parsing, which is
much lower than the other sentence types. Many
of the errors were for sentences of the type shown
in Figure 7, ”Writes a prescription of Trombyl”,
for which ”of Trombyl” incorrectly is given the
word ’write’ as the head after the pre-processing.

Almost all of the sentences of the type nn jj
mad were correctly parsed when a copula was in-
serted between the noun and the adjective. Of the
other types of sentences that improved, many im-
proved by an incorrectly labeled subject relation
being changed to an object relation. There were,
however, also improvements because some adverb
of place and time were correctly labeled after the
pre-processing rules had been applied, as for in-
stance the example shown in Figure 8

6 Conclusion

No evaluation of the performance of the parser
when applying the pre-processing was carried out,
but the pre-processed parser was instead compared
to the standard parser. No absolute figures of the
performance of the pre-processing can therefore
be given, but the relation between the standard
and the pre-processed parser can be stated. For

Figure 7: Example of a sentence that was incor-
rectly parsed after the pre-processing.

Figure 8: Adverb of place is found

all but one of the evaluated sentence types, the pre-
processing improved the parser. It can therefore be
concluded that applying these pre-processing rules
is useful when parsing clinical text, but they could
be restricted to being applied on the sentence types
for which the results were improved.

7 Limitations and future work

There is of course a large risk of bias in perform-
ing the evaluation by classifying already parsed
sentences into correct and incorrect instead of
comparing the parsing to an annotated tree-bank.
Therefore, the accuracy results might be a bit too
optimistic. A problem mentioned by Hassel et
al. (2011) for combining Granska and Maltparser,
that might have affected the results, is that the de-
tailed tag set in the training data Talbanken and
the tag set generated by Granska do not exactly
match, with tags occurring in Granska but not in
Talbanken and vice versa.

It could be argued that it would be better to use
only the spoken subset of Talbanken as training
material, as it could be closer to the non-standard
and telegraphic language clinical reports. How-
ever, the informality in clinical text is very dif-
ferent from the informality of spoken Swedish.
In clinical text, parts that can be inferred from
context are left out, such as copula or an obvi-
ous subject. As opposed to e.g. Japanese, cop-
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4) Future work
•	 Apply abbreviation expansion, as error types 1), 2) and partly 

3) were caused by abbreviations.
•	 Use medical vocabularies for identifying compound expres-

sions (error type 5).
•	 Analyse shorter sequences than sentences.
•	 Annotate a small treebank of clinical text (for instance with 

the help of pre-annotation by a standard parser, improved 
by the methods in this study).

Writes prescription of Trombyl

Comes here after X-ray

Comes here after X-ray

No current  
adverse-drug-reactions.


