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Abstract

When gaming researchers are using HCI they are, usually, looking at game mechanics and game interaction. As a settings menu in games works more like a menu in other software HCI can be used in a more traditional way than mostly used in other games studies. 
The core of this article lies in PC-games settings menu. The settings menu exists to help the gamer to get as good gaming experience as possible within the constraints of the gamers hardware and preferences.


Even with all the research done in games little research is done about a games settings menu, or even individual settings. As the settings can have an impact on the users game experience they need to be understood to be used. If they are not understood it means that the users are either guessing or ignoring the settings. This can have an adverse effect on the immersion of the game, making it less enjoyable.
Game settings are often represented by technical terms that are seldom used outside of games. There are reasons for this but it does not help the user to understand them. This means that a user would have to have expert knowledge about game settings to make an informed choice, a knowledge that does not have much use outside of games. 


This study looked at how well the users understood the settings and how well they could solve problems connected to these settings, in games. 
The purpose of this paper is to find out if there is a need for more information and/or a change in terminology so that a person have the possibility to make an informed choice when they are trying to make changes in a games settings menu. This is done by first checking if the users can understand the terms used for game settings with a questionnaire. Secondly an observation, with a follow-up interview, will check to see if the users can identify and correct an incorrectly set setting.
The findings in this paper is that users mostly change graphic settings, but tend to not understand the terms used.

Background
The User
As a study from Interactive Software Federation of Europe (ISFE, 2012) shows, a large amount of people in Europe are playing games. In the age span 16-44 more than 50% are playing games.
Looking at sales figures from the nordic countries, you can see that the amount of games sold, increased over 100% between 2006 (Dataspelsbranchen, 2006) and 2010 (Dataspelsbranchen, 2010, a). This includes PC games, console (PS3, XBox 360 and Nintendo Wii) and portable (PSP, Nintendo DS and such). The figures that are brought up in the reports above does not cover games on smartphones or tablets and even though we could assume that people are also playing on those platforms, we do not consider them in this report.


Jesper Juul (2009) writes in “A casual revolution” that , for some gamers the “casual game” design could be a gateway to videogames. With video games Juul refers to all kinds of computer games and console games. Juul states that videogames are leaning more towards being “hardcore” games. The terms “casual” and “hardcore” are often used to describe how much time and effort a gamer put in to his/her gaming. “Hardcore” gamers are said to put more time and effort into their gaming than a “casual” gamer does. These terms are sometimes interpreted after what kind of games the gamer are playing. This means that it is sometimes considered, according to Juul, that certain genres of games fall within these two concepts, and that a user can not be hardcore if he plays casual games. As the number of players is growing quickly these concepts are blurred more and more and the concepts themselves are not especially precise.

The term gamer is used in this study. It can have different definitions but in this paper it is defined as a person using a computer game more or less regularly. The “average gamer” can be hard to define, as shown above, but in this paper it is needed to have an idea of the level of technical knowledge gamers have. As, also, shown above, a lot of people play games and they are of varied age. This lets us conclude that the level of technical knowledge of the average gamer is close to that of the average person. When designing a system it is important that the average user can understand how it works, and the terms used in it. Without this understanding it would be very hard for a user to make any meaningful interactions with a system.
The World
When a user interacts with a system he or she creates a mental model for how the system works (Gentner & Stevens, 1983). This model is updated every time the user interacts with the system. The model does not have to be correct to be functional. This means that a user may not understand the system but can still use the system. When faced with a new situation with the system, or another system, an incorrect model may cause user error and lead to frustration.


If a system does not use terms that the user understands it is near impossible for that user to create a functional mental model for the system. A computer system is not built in a way so that a normal user understands how it actually functions. Because of this it is important that the developer takes care to present information in a language that the user understands. This is called the users’ language (Nielsens, 1994). When a user does not understand the terms used by the system there is a mismatch between the users expectations, or mental models, and the functionality of the system. This mismatch is a cause for user error and frustration.


It is difficult for a user to interact with a system they do not understand and the users’ language plays a big part in helping the user with this. There are many other aspects of a system that makes it easier, or harder, for a user to interact with it. These aspects are handled by the field of Human-Computer Interaction (HCI) that not only researches exactly what these aspects are but also develops techniques to help develop a system that is easier to interact with. HCI falls under another, wider, field that is called Interaction design which handles pretty much what it is called; how to design well with interaction in mind. This field is built on principles from many different fields of science, such as HCI, Psychology, Cognitive Science and Informatics. By using principles designed through HCI and/or Interaction design it is easier to avoid making a system that is hard to interact with. This in turn means that a user will encounter fewer problems and, hopefully, be more at ease with the system.


One good way of making a system behave more like the user wants is to allow the user to change the behaviour of the system. Some systems, like computer games, will also behave differently on different computers which almost requires that the user will be able to change the systems behaviour. This is commonly done through its settings. The settings is usually presented in an interface designed just for this purpose and is usually shown in the form of different choices represented by terms that relates to changing specific behaviours of the system. These terms can sometimes be explained with further text or images to help the user understand what they mean.
It is important that the terms used at least tries to speak the users’ language. If it does not a user will not be able to understand the choices and then can not make informed decisions when changing settings. It may even lead to the user not daring to change settings or guessing what settings to change and getting it wrong, which could very well lead to new problems.
The choices that are being shown relates, as already stated, to specific functions that changes specific behaviours of the system. These choices can come in many form, depending on the nature of the setting. They range from simple Yes/No choices to multiple choices. The exact form of the choice depends largely on what the designer feels appropriate but drop-down menus or checkboxes are common. What alternatives for the choice that the user gets to see is limited by the developer to those choices that makes sense, and is safe, for that particular function. One example for this could be mouse movement speed that a user can change. A developer would naturally define the upper and lower boundaries for this setting since if its set too high it will be near impossible to interact with and the same goes for if it is set too low, or even negative.


In this study computer games settings will be used. Computer games settings tend to be more technical since they are based on advanced computations and techniques. As computer games are primarily used for entertainment it is unreasonable that the user is expected to understand technical terms. Software used in a working environment can use technical terms as the intended users are expected to have enough technical expertise.


The problem in this study is that, we believe,  the average user can not make informed choices when changing settings. In other words the user will encounter a problem that he or she in turn can not solve. It is this second problem, that the user can not solve their own problem through changing settings, that we are interested in.
This study will not try to find a solution for this problem, instead it tries to define the problem and the consequences caused by the problem. Solving the problem is left for further studies as there can be many different solutions of various degree of effectiveness.

Extended Background


[bookmark: _Toc370217420]Interaction Design
“Interaction design relies on an understanding of the capabilities and desires of people and on the kinds of technology available to interaction designers, as well as a knowledge of how to identify requirements and evolve them into a suitable design.” Preece, Rogers & Sharp (2009)

Interaction design is built on lots of different science fields as can be seen in the figure below.
[image: ]
Figure 1. The different fields of Interaction design.




The goals for interaction design can be described as “easy to learn, effective to use and providing an enjoyable user experience.” Preece, Rogers & Sharp (2009) 
[bookmark: _Toc370217421]
HCI

Human Computer Interaction (HCI) is about designing so that the user can make an informed choice when interacting with computers. It is also about evaluating systems already built to ascertain how easy the systems are to use. Through HCI many tools, to help with developing systems, have been created. These are, generally, aimed to help the developer make the system more user friendly. Other tools created, through HCI, are aimed to evaluate systems and compile the problems found in a way so that the developers get a good overview of them.


[bookmark: _Toc370217422]Design principles
D. Norman (2002) states that the intention of design should:
· “Make it easy to determine what actions are possible at any moment (make use of constraints).”
· “Make things visible, including the conceptual model of the system, the alternative actions, and the results of actions.”
· “Make it easy to evaluate the current state of the system.”
· “Follow natural mappings between intentions and the required actions; between actions and the resulting effect; and between the information that is visible and the interpretation of the system state.


For our purpose, this can be interpreted to:
1. The user can understand the choices that are available.
2. The user can understand what the choice entails.
3. The user understands the consequences of the choice.


What choices are available is often limited by that the system only provides the choices that are technically possible. What the implications and consequences of these choices are can be more problematic if the user lacks experience with the system or sufficient technical expertise. According to D. Norman what the system should do to alleviate this problem is to somehow explain what impact a choice will actually have. As many systems are built on techniques that can be hard to conceptualize, for a user without technical expertise, this can cause user errors and frustration.
[bookmark: _Toc370217423]
Mental models
When a user conceptualizes a system he or she creates a mental model of how it works. Mental models develop naturally when a user interacts with a system (Gentner & Stevens, 1983). These models needs to be functional to be usable but do not have to be technically correct. This means that a user can have a functional model over how a system works, and thus be able to use this system, that is technically incorrect. The model is furthered developed through continued interaction with the system, or a similar system. These models are carried over to other systems and if they are not correct may cause a result that is different between systems. What happens then is that a user can have developed a functional, but incorrect, model for how a system works and then applies that model for a similar system but in the second system this model is not functional. If the model would have been correct from the start it would have also been functional in the second system.
Systems can be put into different categories based what they are supposed to be used for. Some examples could be: web browsers, text editors, computer games, media players, e.t.c. The amount of categories are almost endless as you can usually break down a category into several more categories and so on. An important aspect of this is that systems belonging to the same category, usually, have some similarities in purpose, and quite often in how they are designed. Some systems are even built from the same framework and thus have very much in common. A good example of this is game engines (Gregory, 2009), which are software that game developers often use to build their games on instead of starting from scratch. This is often done because it can be cost effective to start with a base and build on that. All this means that mental models for a system will be more effective for other systems in the same category than those from other categories. Even with this is mind there is a chance that a model will simply not work between systems, even if they look similar or uses the same terms.


[bookmark: _Toc370217424]The Users’ language
For a user to be able to create a functioning mental model it is beneficial if the system speaks the users’ language. One of Nielsens (1994) usability heuristics, called “Match between system and the real world”, explains this: “The system should speak the users' language, with words, phrases and concepts familiar to the user, rather than system-oriented terms. Follow real-world conventions, making information appear in a natural and logical order.”. It has been shown in studies (Rimmer & Wakeman, 1999) that mismatched language is a cause for frustration and a cause of a negative user-experience. Beyond that a company would need greater support for the system to handle the problems caused by this mismatch. It has also been shown (Rimmer et al, 2002) that there is a mismatch between the knowledge and the expectations of the user and the language of the system. These expectations are the model that a user have created for the system and the mismatch is because the model is incorrect.
[bookmark: _Toc370217425]
Settings
It is common that a system will allow a user to change its behaviour based on many different reasons. These reasons varies a lot depending on what kind of system that is used but common examples are: personal preference, language, hardware, interactions with other systems, e.t.c. When a user changes how a system behaves it is usually done via various settings that are commonly presented in its own interface. This interface can take many forms but it is common that it is presented as some sort of menu with the different settings, or choices, mapped to various terms, describing the relevant choice. K. Norman (1991) writes that the purpose of a menu is to convey information containing the character of the choice (what is the purpose of the choice) and the character of the alternatives (what is the consequence of the alternative). To achieve this the menu must be careful to use language that a normal user can understand. A normal user can vary quite a lot depending on what the system is supposed to be used for. For example a system for software development can use quite technical terms, as the normal user will be a software developer, whereas a web browser needs to take much more care to not use technical terms, as the normal user can not be assumed to have that much technical expertise.
[bookmark: _Toc370217426]
Game settings
Settings in computer games usually share some similarities and is usually divided into several groups, with each group changing the behaviour of a certain sub-system. Among these groups it is very common to find settings for sound, settings for input and settings for graphics. This is all very logical because almost all PC-games are interactive and audiovisual software. Beyond these settings another common one is a more game-specific group. What settings exists in this group varies quite a lot.

The reasons these settings exists in the first place are many. For PC-games a major reason is that the hardware in PC’s vary (Valve, 2012). This means that a set of predefined settings will not always work as well as they should. These problems can be as simple as the mouse being too sensitive or as complex as the game having too low frames per second and feeling jerky. The last problem is very closely tied to the PC’s hardware as having more powerful hardware would solve the problem but changing the settings could very well solve it too. One problem here is that the user would need good knowledge of exactly what hardware exists in his or her computer and also good understanding of the consequences of the relevant settings. Beyond that the terms used for the settings are often quite technical as well, making it even harder to make a rational choice.
Another reason to change settings is simply personal preference. The game may just be more enjoyable with small changes that suits a gamer’s need, or environment for that matter.
One very important reason to be able to change settings is accessibility for people with different disabilities. There are a few organizations working to get more game developers aware of this issue, f.ex. the International Game Developers Associations special interest group Game Accessibility, and there is even a fairly comprehensive list (Game accessibility guidelines) compiled by various people in the game industry. A couple of examples of settings that helps a lot with this is allowing a user to re-map input keys and a setting for color-blind people. The first one is good because people with impaired motor skills that require some specialized input controls can also use the game and the last one is good because many games give the user information in the form of colors. Many of these settings are also quite useful for people without disabilities and several can usually be found in games, f.ex. allowing a user to remap keys.

A problem with game settings is that they can be hard to map to real world concepts. As the game is in itself constructed by various, and usually advanced, techniques a suitable metaphor for this technique may not exist in the real world. It can, in other words, be quite difficult to try to use the users language. A good example of this is Anti-aliasing. The best way to explain this technique is to explain the actual problem, aliasing. This is an effect you get in computer graphics where the edges of objects appear jagged. This is due to they way computer graphics is built on pixels which means that slanted edges can not be completely smooth because the edge is built by stacking blocks. What anti-aliasing does is to lessen this effect as much as possible. When applying the setting you can usually decide the amount, or passes, of anti-aliasing at the cost of needing more computing power. 


[image: ]
Figure 2. For more illustrated examples see the entry on anti-aliasing on Wikipedia (http://en.wikipedia.org/wiki/Anti_aliasing).
This problem does not exist in the real world because it is specific for computer graphics. It is therefore hard to map the setting to the real world.
The idea of the setting a user may want to change can be very simple but the technical implication in the game may be very complex. An example of this could be that the user wants his or her character to move faster. The conceptual idea is very simple but the technical implementation can be very advanced, depending on how the game is constructed. Increasing the movement speed would mean changing a lot of different things that generally go unnoticed, like animation speed, camera settings, e.t.c. In some games its not even the character that moves, its the world that moves and the character stays put. This is usually not what the user sees when playing the game but it is how the game works from a technical standpoint. The reason it works like this is that games are simulations and thus uses techniques that may appear to the user to function quite like the real world but in reality functions in a very different way. For example gravity in games does not automatically mean that objects are drawn to bigger objects, or more commonly fall down. It could just as well be the world moving up instead of the object moving down. All this means that it can be very hard to conceptualize a setting in a simple term and maybe even harder to explain the consequences of that setting.


[bookmark: _Toc370217427]Setting comparison between genres
Even though games differ greatly between genres the settings a user can change are usually quite similar. The design of the interface varies a lot as the game generally tries to keep a uniform, and unique, design throughout the game. The terms used for the various settings can differ between games as well but in general they are, somewhat, similar.
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Figure 3. Input settings in Starcraft 2 & Hitman: Absolution.
This image shows the input settings for Starcraft 2 (Blizzard Entertainment, 2010) and Hitman: Absolution (Io Interactive, 2012). It does not show the keymapping, as that usually contains mostly game specific settings. The image shows some game specific, or genre specific, setting. There is two in Hitman; Locked Cover and Weapon Selector. The whole right part of the Starcraft 2 input settings is genre specific and has to do with scrolling over the map. As Starcraft 2 is a Realtime Strategy game (RTS) you have a top-down view of a playing field and because of that you need to be able to scroll around on the map. Hitman on the other hand is a action-adventure stealth game with a third-person view. This means that a mouse cursor is rarely seen in Hitman, which in turn means that the setting Confine Mouse Cursor, in Starcraft 2, is of no use. The two settings under that one (Disable Alt-Tab Shortcut and Disable Windows Key) are still relevant in Hitman but for some reason the developers chose not to add these. It should be noted that these settings are not very common in games. There is one setting that shows up in almost all games (at least all games using a mouse for input) and that is the Mouse Sensitivity setting. This controls how fast the mouse cursor moves. In Hitman there are two settings for inverting the mouse movement (Invert X Axis and Invert Y Axis). These are also common in some types of games (depending on the view the game offers) but is usually shown as one setting, called Invert Mouse or something similar.
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Figure 4. Sound settings in The Sims 3 & Diablo 3.
This image displays the sound settings interface for The Sims 3 (Simulator) (The Sims Studio, 2010) and Diablo 3 (FPS) (Blizzard Entertainment, 2012). The Sims 3 is a slow paced game simulating one, or many, persons everyday life. Diablo 3, on the other hand, is a fast paced action game where you fight against hordes of demons. Even though the games are quite different the settings are similar. Sound settings usually include one or several sliders that controls the volume of different sounds in the game. Common ones are music and sound effects. As can be seen in the image both games have these (although it is simply called “Effects” in Diablo 3). Other similarities is ambient and voice volume and these are very common as well but some games does not have voices, for example. There are one other setting that is directly comparable and that is the speaker setup option. Another setting that may not seem to be the same, but in reality is, is the audio quality (in Sims 3) and the sound channels (in Diablo 3) setting. It is simply displayed in a less technical way in The Sims 3. The remaining settings in Diablo 3 are only applicable if the game uses subtitles, except for the sound output setting which is not uncommon in games. In many games there are even less alternatives and in some there are only one or two sliders, usually one for sound effects and one for music.

[image: ]
Figure 5. Graphics settings in Total War: Shogun 2 & Max Payne 3.
This image displays the graphics settings in Total War: Shogun 2 (The Creative Assembly, 2011) and in Max Payne 3 (Rockstar Studios, 2012). Shogun 2 is a turn based strategy game with real-time combat (similar to a RTS game) and Max Payne 3 is a action game where the view is over the shoulder of the player character. Although the design, and the way you change the setting, is very different between the games the actual settings are mostly the same.  The differences is mostly in the Shogun 2 interface and most of those settings (unit detail, building detail, unit size and maximum fleet size) are either game specific or genre specific. Other differences are not actual differences but rather design choices from the developer. The aspect ratio setting in Max Payne 3 is in itself not a setting, it just limits the options for the resolution setting. One setting that is the same but presented in a different way is the anti-aliasing option in Shogun 2. On first glance this does not exist in Max Payne 3 but the FXAA and MSAA settings are actually two different techniques for anti-aliasing (FXAA is an acronym for Fast Approximation Anti-Aliasing and MSAA is an acronym for Multisample Anti-Aliasing). Another setting that seems to be different is shader quality in Max Payne 3. In Shogun 2 there is a setting called shader model which is the same, only the options for it is very different. Some settings does not exist in both games and this is mostly due to the view in which the player sees the game or the world the games are supposed to show. Good examples of this are the particle effects setting in Shogun 2 and the tesselation setting in Max Payne 3.

If you compare the different interfaces it is apparent that the graphics settings have more alternatives and that they are more often of a technical nature. It is also apparent that, even though the design and terms are different, the alternatives in different games are usually quite similar even between genres.


Problem
Support User Interface
Support User Interface (SUI) is a term that we use to describe an interface used to change the settings in a game. This interface is not really in-game because the user exits the game world to access it. There may be some games that lets you change these settings in-game but that is not the norm. We choose to use this term to make this distinction between in-game interfaces and the interface where you change game settings.

[bookmark: _Toc370217429]Immersion
When a setting is not correctly set a number of problems can occur. All of these problems means that the game behaves in an unwanted fashion, or an unexpected fashion. The specific problems can take many forms but all of them have an impact on the users game experience. When playing a game you enter what is commonly called the magic circle (Huizinga, 1955). The magic circle is a concept where the players steps into a magic circle when playing a game and accepts all the rules in this circle. The insides of the magic circle is disconnected from the real world in a way that means the actions conducted inside the circle has no impact on the “real world”. When changing a setting in a computer game the player have to step out of this magic circle and thus suspend the game. This breaks the so called suspension of disbelief (Rollings & Adams, 2003). This is a mental state where a person accepts the fiction, and the rules, of a game as reality. The better the game manages to maintain this illusion the more immersive the game becomes. And as Rollings & Adams writes “Immersiveness is one of the holy grails of game design”.

Another important aspect of immersion is the challenge of playing a game. Linderoth(2011) splits challenge in a game action into two categories: exploratory challenges and performatory challenges. Exploratory actions are when an execution of an action is simple but understanding when to use that action is challenging. Performatory challenges are just the opposite, performing the challenge is difficult but knowing when to use it is simple. If a game does not function correctly both of these challenges can become skewed. If the sound settings are badly set it can, for example, be very hard to understand when to perform a certain action. This example shows how an exploratory challenge becomes harder than it should. The same can be seen with performatory challenges. Say, for example, that the mouse sensitivity is set too low, and the mouse input is lower than intended, it can be much harder to perform an action than intended.

When the level of immersion is just right a user will achieve flow. This is a concept described well by Csikszentmihalyi(2008): “A state of mind when a player experiences a high degree of focus and enjoyment”. This state of mind is reached when the game provides the right amount of challenge for a user to be challenged but not so much that he/she will become frustrated. When a user reaches this state of mind he/or she will stop thinking about being separate from the game and accepts the “reality” of the game. Csikszentmihalyi also writes that while in this state of mind a user can lose self-consciousness, consciousness of the world and sense of time.
As a user continues playing a game the skill of the user will increase, in the scope of that game. This means that the challenge needs to increase at the right level for the user to maintain flow. According to Csikszentmihalyi if the challenge is increased too fast the user will become anxious but if it is increased too slow the user will become bored.
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Figure 6. The Flow Channel.
If the settings in a game is set in a way that makes the game behave in a way that lessens the immersion the game experience of the user is lessened. It is obviously bad for the user if this happens but also for the game developer as the better the game experience is the more likely the game will be more popular. The solution to this problem is to change the setting to make the game behave the way that is wanted.
When changing a setting in a game a user leaves the actual game world and accesses the SUI. As already explained a system should facilitate easy use and understandable terms for the targeted user. As games are built on advanced computations that require a lot of computing power the settings in a game is very tightly balanced between audiovisual beauty and performance. This in turn means that a setting can have a great impact on the game itself when changed. If the setting, and its alternatives, are hard to understand correcting a problem will become very difficult. Many games uses names for rendering techniques or names of algorithms to represent different settings (see Appendix 1). Neither of these could be considered speaking a normal persons user language. This raises the question what the normal user for computer games are.
[bookmark: _Toc370217430]The gamer
Defining a standard gamer is very difficult. Historically the view of a typical gamer is a adolescent male with interest in computers and IT. Later gamers tended to be categorized as either hardcore or casual. These terms where, and to some extent still are, used to describe how much time and effort a gamer puts into gaming. As Juul(2009) explains this is not very accurate as a gamer that considers him- or herself casual can spend a very large amount of times playing games and players considered hardcore does not have to play that much. The definition is, sometimes, also used to describe what type of game the gamers play. Hardcore gamers are then considered playing more games based on performatory challenges, and quite often against other humans, such as First Person Shooters. Casual players would then play more slow paced games based on exploratory challenges. This stereotype does not hold true for all games as there are some that could be considered casual and still be based on performatory challenges and vice versa. These definitions are not always accurate and defining a player as either casual or hardcore can sometimes be very difficult. Since it is so hard to define an average gamer it is hard to assume what level of expertise a user will have when designing a game’s settings menu.
It can also be hard to define a standard players age group, gender or nationality. As a study from ISFE (2012) shows, the people playing games in Europe are very diverse. They are spread fairly well between genders and age groups. The percentage of people playing games in the age group of 16-44 is more than 50% across all european countries. Over that age the percentage falls of and in the age group of 55-64 only 27% plays games. Even so it is apparent that a large part of the population of Europe plays games. This is not just true for Europe as in the United States of America the amount of gamers increased by 6.000.000 in 2009 (Sheffield, 2009) which is an increase from 58% (2008) to 61% of the U.S. population. 
All this means that the standard gamer is very hard to define, so hard that it is practically impossible. Gaming is so usual today that a gamer can come from anywhere in a society. With so many gamers game development is also big business. The amount of games sold increases steadily. In the Nordic countries alone games sold have more than doubled between 2006 (Dataspelsbranschen, 2006) and 2011 (Dataspelsbranschen, 2011).
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A summary of the problem
With a standard gamer being so hard to define it can be hard to create a SUI for a normal user but it is a safe bet to assume that the standard gamer has about the same technical expertise as the average person. In reality it may be a little higher as games, as already explained, uses quite technical language in its SUI and experienced gamers would have been more exposed to this language and, potentially, learned from it. So do gamers know how to solve a problem when a game behaves in an unwanted way? That is what we will find out but we will also see what happens when a user is not able to understand the SUI. Will a user guess what setting is to be used? Will the user suffer through the problem and just continue playing? Or will the player simply give up and quit the game?



Research question
Does a user understand the choices presented in a PC games SUI and does a user have the knowledge to detect and solve problems that arise?


Method
We chose to do two different data collections where the first is a quantitative collection and the second is a qualitative. The quantitative collection is done to see if users even know what the terms, used in setting menus, means. The data collected in the first collection is used to determine if there is a problem at all and if it is (if enough respondents could not understand the terms) use the data collected to design the second, qualitative, collection. If the data from the first data collection does not identify any setting that is more problematic the researchers will decide (based on what settings are more common) what settings to use when designing the second data collection. 

The second collection is done with the help of the data from the first collection. This collection is done to see how a user reacts to a problem and how they try to solve it. It is also done to see the reaction of the user when he/she cannot solve the problem.
[bookmark: _Toc370217432]Methods
[bookmark: _Toc370217433]First data collection
For the first data collection we chose to do a quantitative collection in the form of an electronic questionnaire. This is to establish if the users do understand the terminology in a SUI. In other words, if there is a problem for the users to understand what they are supposed to do when they have to make changes in the SUI.
As the first data collection is to establish if there are problems when a user is trying to make changes in a SUI , one can assume that a quantitative study would get a result from which to continue with the second study. A quantitative data collection also makes it easier to replicate the study on a larger, or different, group of respondents. As the amount of players are growing the generalizability gets more needed as gaming is getting more common and it is harder to define the average gamer. As generality and replication is important to a data collection, the higher generalizability and the greater the possibility to reproduce the collection the higher the validity gets. This means we can reproduce the collection on a larger, or different, set of respondents.
When deciding to use a questionnaire for the first data collection some alternatives were looked at. The most likely alternative, other than a questionnaire, was to do structured interviews. Compared to a structured interview a questionnaire does not suffer from decreased reliability and replicability as the interviewer cannot influence the respondents in any way (Bryman, 2011). A respondent can also fill out a questionnaire whenever they have time instead of having to adapt to the researchers, as they would have to in an interview.
An electronic questionnaire is good for reaching many respondents, especially if they are not in the same country as the researchers. It also provides an easier way to analyze the results of the answers as they are done in a program that helps the researchers to compile the data collected. This can vary some depending on what tool is used to create the questionnaire.
[bookmark: _Toc370217434]Application
To answer the first part of our question we put up an electronic questionnaire on various gamer forums on the internet. This was preceded by a small pilot study to verify that the form is clear, understandable and that it helps to answer the relevant questions. The survey is designed to have four parts. Starting with background questions. The first question is “How often do you play PC games?”. This question have two goals, one is to see how often the respondents play and to eliminate those who do not play PC games at all, as they have nothing to contribute to our study. The second question is about the respondents gender and is not important for this study but is asked for possible future analyses. The third question is about age on the respondents. This question has a twofold purpose. Firstly the question gives hints about if age makes difference in understanding the terms to make an informed choice. Secondly to eliminate those who are too young to participate in the study as people under eighteen needs permission from a legal guardian. This is due to ethical concerns.
The second to fourth part consists of questions where the respondents can answer yes or no to if they know specific terms used in graphics-, sound- and input menus. The questions are chosen because those alternatives are commonly shown in games SUI. There are more questions from the graphics part of the SUI and this is because there are almost always more settings for graphics in games. The settings displayed in the questionnaire are chosen because of their varied complexity to reflect the variety in a games SUI. If the respondent answers yes to a question the respondent is asked to give a short description of what the asked term means. This is to see if the respondent knows what the term means. If the description is false the answer is considered  as a no as the respondent did not know what the term meant. This is done to double check if the respondent actually understands the term and has not misunderstood it or just guessed. It is also done to avoid the respondents trying to please the authors or trying to be more knowledgeable than they actually are (Bryman, 2011).
If a respondent answered Yes but leaves the description field empty that respondent’s entry in the survey will be completely removed. This is done because it is impossible to judge whether the respondent have understood the choice or not.


The questions are presented in a way so that you see the SUI in a image with a marked alternative. This is done to maintain the context of a game and also use the design of a SUI. The different parts of the questionnaire (input, sound and graphics) are chosen from different games. As games are so different there was some problem finding a single game that had a good representation of alternatives in all three of these interfaces. The games chosen are: Fallen Enchantress (Stardock, 2012) for the Sound menu, Hitman: Absolution (Io Interactive, 2012) for the Input menu and Max Payne 3 (Rockstar Studios, 2012) for the Graphics menu. These games were chosen because they reflected both the most common choices and close to average amount of choices in its menu. 


The questionnaire will be published at different game related community sites to get respondents. This will affect the generality of the study, as there are a lot of people that are not gamers, but as we are interested mainly in if this is a problem for gamers it would not be sufficient for the study to only get answers from people who are not gamers. We will also publish the questionnaire on various non-game related websites but do not expect to get as many respondents from these. The reason we post on non-game related websites is that people looking on websites that are game related are usually more interested in games than the average gamer. We want respondents from as wide a spectrum as possible and that is why we look at non-gaming websites for them.

The data will be collected so that it will be easy to distinguish between the sources of the respondents. By doing this we can check if we get a lot of respondents with expert knowledge, from a specific location, skewing the results. 

Second data collection
For our second data collection we chose to do a qualitative data collection in the form of an observation followed by an semi-structured interview. The observation is preceded by a small questionnaire asking some background questions. The reason we chose this method is because the answer we want answered needs more detail than what a quantitative method could give us. We want to know about gamers reaction and behaviour in such detail that it plays into the strengths of many qualitative methods.
Doing semi-structured interviews only was discussed but discarded since we wanted to maintain the context of a game SUI, and that would be hard to do with just interviews. With observations we can keep the context of a game SUI, by observing the respondent interacting with it, and still get answers to our question. 
This is followed up with a semi-structured interview to get more details in how the respondent experienced the problem. We can also get answers to what the respondents usual reaction would be to problems like this and not just how they react in a laboratory setting, as it would be with observations. Further than that we can ask about the respondents reasoning when deciding what choices to make. All this combined would give us an idea of how a gamer would react to the problem presented. We also get data that tells us whether or not the respondents perceive the situation as a problem or not.
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The second data collection will be a mix of observations and semi-structured interviews. The precedent questionnaire will ask 4 background questions: gender, age, gaming experience and what types of games the respondent plays. The observations will be conducted with a respondent solving tasks in a computer game. This maintains the context of a computer game. The tasks that the respondent will be faced with is chosen based on the results of the first data collection. Questions with higher frequency of No, or wrong, answers will be chosen for the tasks. The task in itself will take the form of the respondent being presented with a game where the relevant setting is set so that it causes an unwanted result and the respondent will have to first identify if there is a problem and then try to solve it via the games settings. If the respondent does not identify the problem the researchers will hint at it, and of course note that this was needed, so that the respondent gets a chance to solve the problem. All this will be recorded via software so that the researcher can go back and watch the respondents interactions with the system again. The researchers will also take notes during the observation and use the recording to compare to the notes when analyzing the data.
The follow-up interview will be conducted as a semi-structured interview. With this interview the researchers get to hear the respondents reasoning and thoughts around the tasks they were faced with. In the interview the respondents will be asked for various background questions, such as how often they play games, but also if they have been faced with the problem of a game’s setting being set wrong and how they handled this problem, and what their action would be if they could not solve it. The researchers will have a guide with several fixed questions that will be asked but there will also be some follow-up questions that may not be predicted. This is one of the reasons the interview will be recorded with a audio device. The other reasons is that it can be difficult transcribing the whole interview when it is semi-structured and the flow of the interview will be much easier without having to wait for this transcription. The interview will be done with both researchers present where one will ask the questions and one will take notes. These notes will be aimed more towards things that will not be recorded via the audio device, such as body language, and then compared to the recording when analyzing the data.
[bookmark: _Toc370217436]
Weaknesses of methods
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A quantitative study has a few weaknesses, compared to qualitative studies. They tend to not give so much in-depth answers as a qualitative study could give. This means that the reliability of the study may suffer since the detail of the answers may not be sufficient, specially for more complex questions. The question that the first data collection is intended to answer is a fairly easy one so this is not much of a problem and as another, more in-depth, data collection will be done that tries to answer the more complex parts of the research question this weakness should not impact the collection in a big way.
Some of the weaknesses of a questionnaire, compared to a structured interview, is that the researchers cannot provide any help to a respondent who has some kind of problem with the questionnaire. This in turn means that more respondents may not complete the questionnaire, leading to the researchers having to discard that questionnaire. By having structurally easy questions and sufficient text help for each question this will largely be avoided. Another reason a respondent may choose not to complete a questionnaire is that it may contain too many questions. A questionnaire cannot be too long or the respondents will simply not fill it out. The questionnaire used in this collection consists of 21 where three are background questions, 9 are Yes or No questions and 9 are follow up that are only displayed if you answered Yes on the previous question. With relatively few questions to answer most of the respondents should not have problems filling the questionnaire. Other common weaknesses in questionnaire does not impact this data collection too much, such as not being able to ask follow up questions or not knowing who the respondent is.
[bookmark: _Toc370217438]Second data collection
The weaknesses of qualitative methods, compared to quantitative,  is that they suffer from lower validity due to being hard to reproduce and the answers you get may not be applicable for another set of respondents. As there will be some structure in both the observation, with specific tasks, and the interview, with a script and some specific questions, it is a bit easier to replicate this collection.
The problem with the data collection being done in a laboratory setting will still exist and also the respondents perception of the interviewers. Another problem with observations is what Webb, according to Bryman (2011), calls the reactive effects where the respondents knowledge that they are observed changes their behaviour. This effect is lessened as the respondents get more comfortable being observed over time according to McCall (in Bryman, 2011). A “warm up” task will be done to lessen this effect so that the respondent will become a bit more comfortable.
Some of the weaknesses in observation is true for an interview as well, e.g. the respondents perception of the interviewers. The researcher influences the respondent when conducting interviews, both consciously and unconsciously, and this can also have an effect on the responses you get. This is lessened as some questions will be asked of each respondent, done in as similar way as possible, and a script will be followed as much as possible for the follow up questions.


Ethics

The ethical principles Bryman (2011) mentions is something we have tried to abide by. The two data collections will put more, or less, weight on different principles as the two collections are so different from each other. In both collections the respondents will be informed of the goal of the study and that the data collected will only be used in this study. In the second collection this can be explained in more detail, if needed, as the researchers explain this face to face with the respondents. The second collection is also more vulnerable from a confidentiality standpoint as the collection is done directly face to face. This will need to be handled by explaining that no names will be saved and the respondents will be completely anonymous in the study, even though the researchers will know them (or at least their appearance). The proceedings of the second data collection will also be explained in detail so that the respondents have enough information to give their consent to participate in the study. These proceedings means recording both the respondents action on a computer and their voices during the interview so it is important that the respondents fully understands how it will work.
The first data collection is completely anonymous and the results of the survey is only accessible to the researchers. The survey also asks for the respondents age and automatically discard responses from underage respondents. Underage respondents is sorted out of the first data collection when selecting them.
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In the questionnaire there are three subcategories. The questionnaire is divided into three parts: Input (two questions), Sound (two questions) and Graphics (five questions). The format for the questions were that the respondents could answer Yes, meaning that they understood the implication of the question or No if the respondents did not understand the implication of the question. If they answered Yes the respondent were asked to give an explanation what the implications did and if the explanation were not correct the answer would be deemed as wrong.
Input

Figure 7. A diagram showing the results of the input questions.
As seen in the diagram above there were just one respondent who answered that they did not know. It seems that input did not give the respondents any problems to know what the implications in the input settings were doing.


Sound

Figure 8. A diagram showing the results of the sound questions.
In the diagram there were just four respondents who answered that they did not know the implications of the sound settings and one answer that were deemed as wrong. A majority of the respondents did know the implications of the sound settings. 

Graphics

Figure 9. A diagram showing the results of the graphics questions.
As the diagram shows the respondents all knew the implications of resolution but for the other settings there were more respondents that did not know the implications or were deemed as have given the wrong answer than respondents that had answered Yes and given the correct answer.


To summarize, the results are a little bit different depending on what subcategory you are looking at. Inputs had about 4,5% wrong answers. Sounds had 22,7% wrong answers and Graphics had 54,5% wrong answers.

The failure rate in both Input- and Sound questions were evenly distributed. Hence it is impossible to come to a conclusion if any of the questions were harder to understand.

However if you look at Graphics the failure rate increases compared to Input and Sound and if you look at the questions one by one you can see that Resolution had 100% correct answers while the others had markedly higher failure rate. The Graphics part of the questionnaire have a failure rate of 54,5% as a whole and if you were to exclude Resolution the failure rate would increase to 68,2%. In the other Graphic questions (except Resolution) the failure rate were evenly distributed. Resolution builds upon “knowledge in the world” (such as pictures and screens) and this might affect the result for the Graphic part of the questionnaire. By comparison all the other Graphic terms are game specific.
As shown above the respondents had no difficulties with input and sound settings. But with graphic settings there were issues. It is hard to determine if it is the terminology or the conceptualization that is the issue with the graphic settings.
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In the second data collection there was three different methods used; a questionnaire with background questions, an observation of respondents playing games and an interview about their usual behaviour when changing settings. The interview also consisted of a few follow-up questions regarding the observation.
For the second data collection there were five respondents. 3 out of 5 identified and solved the tests relating to Input settings and 2 out of 5 identified 2 out of 5 identified and solved both the test relating to Input settings and the test relating to Sound settings. None of the respondents identified the problems in the remaining tests (both graphics related). This corresponds with the findings in the first data collection where the respondents had more problems understanding graphics settings than input or sound settings. Keeping this in mind, it is interesting to note that 3 out of 5 respondents answered that they normally change graphics settings and 2 of those even change them before they play a game the first time. This would suggest that the respondents believe that the graphics settings are important but they have some difficulty identifying when they are set wrongly and that they also have some problems even understanding the terms used in the graphics SUI.

Other settings that seemed important to all the respondents were those about input. They all mentioned changing input settings in one context or another but only two of them talked about changing them before playing the game for the first time. One of them plays with the mouse in the left hand when almost all games have default settings aimed more at people playing with the mouse in their right hand. Few of the respondents actually called it input settings but instead called it movement or control settings. In most games the category for these is called Input, sometimes it is split into Input and Key-bindings as two different categories, so there is a potential problem with finding the correct one immediately. As both data collections show, however, the actual input settings presents few problems for the users. 

Sound settings were mentioned more sporadically, in the interview, and most often in the context of solving a problem. Only one of the respondents mentioned changing them before identifying a problem with the sounds where the other respondents talked about fixing a problem with the sound , most commonly volume of some sort. In the observation only 2 respondents identified and solved the problem presented in the Sound oriented test. The test in itself is designed so that the respondents get to see a scripted sequence, a cut-scene, with a few characters talking but the volume of the voices is lowered so that the voices are barely audible. Why so few of the respondents reacted to this is can not be ascertained with any certainty but one reason might be that the respondents expectations of the game did not include a lot of dialogue. As the respondents only played each game for short sessions it is possible that they did not fully understood all the aspects of the game and therefore did not expect voiced dialogues.

The respondents did not have any big issues with detecting and solving problems in either Input- or Sound settings. In comparison the respondents had much more problems with Graphic settings. In both data collections the majority of the respondents could either not understand the terms used in a Graphics SUI or not spot a wrongly set graphics setting.
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As this study shows, the real problem in a games SUI lies with the Graphic settings. The Input- and Sound settings are generally understood by the users where the Graphics are not. Furthermore users seem to be able to identify and correct problems in Input- and Sound settings more easily than the Graphic settings. Why this is can be hard to be certain of. 

The fact that there are so many alternatives in the Graphics SUI, compared to Input and Sound, would suggest that a single Graphic setting will not impact the game as much as a single Input- or Sound setting. This in turn would mean that it is much harder to spot if a Graphic setting is incorrectly set. It is also harder to figure out, or guess, what setting should be applied if you have a problem when playing the game. It is not hard to imagine a scenario where a user has a problem with the graphics yet does not know what to change exactly. When this user looks in the Graphics SUI and is being presented with a lot of different choices represented with complex terms it can be intimidating and frustrating. How exactly a user reacts to this situation varies, of course, but the interview in this study shows some examples like; guessing, asking someone for help, searching for a solution on the internet or just simply give up and accept the problem (or worse, quit playing the game).

The first data collection shows that most respondents were unable to understand the terminology in the Graphic settings. The respondents did not detect the problems in the Graphics tests during the observation either, even though a majority of the respondents did say that they were making changes in the Graphic settings at one time or another when playing games. A few respondents even said they changed these settings before playing the game. The respondents explained that they were changing the Graphic settings to get as high quality as their current hardware would allow. This could mean increasing the default graphic settings to what the respondents thought their hardware could handle or decreasing them for the same reason. The observation was done with one setting turned off during each test (different settings each test) yet the respondents did not react to this at all. This would suggest that these settings is either too subtle to notice or that the respondents does not have enough understanding of them to know what they actually do.
The settings for the Graphics test were chosen based on how common they are in games and what the results of the first data collection showed would be the least understood questions. As the first data collection showed, the respondents had about equal problems with 4 out of the 5 questions. Why the 2 that got used were chosen out of these 4 is because they are easily replicated and is noticeable when playing the game. The questions were about: FXAA (Anti-Aliasing), Shader Quality, VSYNC (Vertical Synchronization) and Anisotropic Filtering. Shader Quality were not chosen because it is a setting controlling many subtle graphical elements, making it very hard to spot at what level it is set. It can even be hard for someone with expert knowledge of graphics to spot if this setting is set correct as it can be more or less apparent depending on the game. VSYNC were not in the test because it is something to solve a specific problem that can be very hard to replicate. The screen tearing problem tied with this setting does not always occur at the same time and place and it can also show to a greater, or lesser, degree depending on the playstyle of the user.
Looking at the results of the second data collection would suggest that the settings, used in the Graphics test, were too subtle. There are settings that are more obvious but they often exist in a context outside of games as well. Although the data collection could be used with these, others more specific to games were chosen as the study was specifically aimed at games’ settings. As already mentioned, a Graphics SUI usually contains a lot of settings so there were many to choose from. Some were not chosen because they are not used in all games and others because they would not show well in the games the researcher had at their disposal. Even more were discarded as they are represented with a wide variety of terms or are often merged with other settings. With all this in mind Anti-Aliasing and Anisotropic Filtering were chosen for the Graphics part of the observation. And, again, looking at the results there may have been a better idea to have chosen more obvious settings even though they were not specific to games. One of the tests could have been done with the Resolution setting. Alternatively another test could have been added with this setting to see if the respondents could identify a problem related to a setting that most people understand.

When looking at the individual questions about the Graphic settings in the first data collection (the questionnaire) one setting seems to be more understood than the rest and that is the Resolution setting. It is possible that this is because this particular setting commonly appears when using computers overall, and not just only in games. This in turn could mean that an average gamer have been exposed to this setting more frequently, leading to a better understanding of it. The other Graphic settings in the questionnaire are almost exclusively used in games (they can be used in various 3D-simulations and specialist software as well). 
This effect can also be applied to the Input- and Sound settings in the questionnaire. Although some of these settings usually only appears in games they derive from more commonly used settings. This is shown very well in the Sound test which used SFX Volume and Ambience Volume. Both of these settings are volume settings which are common outside of games, and even outside of computers (such as TV:s). The actual settings may be uncommon outside of games, as SFX (Effects) and Ambience volume rarely need to be adjusted in other software or a TV, for example.
This also applies to the Input settings. Mouse sensitivity commonly exists as a setting in a computer’s OS (Operating System). The Invert mouse axis setting is not as common outside of games though it is very possible to ascertain what it does by applying logic to the terms used. Understanding the concept of inverting mouse movement along an axis is fairly easy.

The terms used in the Graphics SUI is usually more difficult to understand, compared to Input or Sound. As Norman (2002) states when a user is presented with an option the implications of this option should immediately be understood. When looking at Sound settings they are usually related to some sort of volume which most user understand. The Input settings can usually be understood as well and if not can be fairly easy to conceptualize. In comparison the Graphic settings are often difficult to understand. There are some that are easy to understand, Brightness for example, but a lot that are not. The Graphic settings used in the first data collection are all common in games but uses quite advanced and hard to understand terms, Anti-Aliasing or Anisotropic Filtering for example. Even a user that has understanding of these settings may have problems explaining them because they are so complex. What this means is that a user need specific knowledge about game settings to be able to fully understand them and this knowledge is rarely useful outside the context of a game. This would also suggest that the only way of actually gaining this knowledge, outside of studying about it, is to play games and attempt to change settings. Users that is not confident about their expertise with computers may hesitate to experiment with a game’s setting as they do not fully understand the implications of their actions. And if the users does not change the settings, what purpose do they serve?
The terms used are not complex to spite users, they are complex because they represent quite difficult to explain techniques. This means that it is difficult to simplify these in just one term. In games SUI it is common for a setting to have a more in-depth description but the quality of this description vary wildly. These descriptions are usually presented in a pop-up window or in a separate section of the SUI. A pop-up is easier to spot and in some games the description may not be immediately apparent (see Figure 10).
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Figure 10. Description is marked with a green border. This border does not exist in the game but is added to the image.
The descriptions can be a simple repeat of the term used but without abbreviations (see Figure 11).
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Figure 11. Description is marked with a green border. This border does not exists in the game but is added to the image.
Or it can be a description not only explaining the term but also what the different options of the setting will do (see Figure 12).
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Figure 12. Image of Starcraft 2 SUI.
Some games SUI will even have a description that is even more confusing than the term itself (see Figure 13).
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Figure 13. Green border does not exists in game. It is added to the image.
A well thought out description written in simpler terms would be of great benefit to a user who does not understand the setting. If this description includes what the implications are to the overall performance in the game it would help with problems related to bad performance as well.

Many settings, and almost all graphic settings, have an impact on a game’s performance. Increasing these settings means that the game can run with lower Frames Per Second (FPS) and having too low FPS will cause the game to run slower and stutter. How much of an impact this has on the game experience is dependent on what type of game and on the preferences of the user. Some genres require fast and fluid movement, such as First-Person Shooters, and suffer a lot from low FPS whereas other games are slower paced, such as turn-based strategy games, and too low FPS can go unnoticed. This also applies to the users preferences. Some gamers are greatly annoyed by too low FPS where others accept lower FPS to get better graphics, for example.
In this study we had problems testing settings tied to poor performance of the game. These problems are mostly technical. One of the two biggest problems were that we could not reliably force low performance in specific areas in the games we tested. The other big problem was that we could not record the test with low performance as the recording software used affected the performance to a greater degree when it was already low. This lead to the game being almost unplayable.
A future study looking into the effects of low performance on a users game experience would be very interesting. It could also combine looking into if the users understand what the impact on performance the different settings have. As the interview showed, some of the respondents changed Graphic settings with performance in mind, either to increase the settings to the max that their hardware would allow or lower them to get increased performance. This should mean that both performance and higher Graphics settings is important to at least some users.

Another, important, future study would be to look into how much wrongly set settings impact a users game experience. This study could also include the above mentioned study to see how low performance affects a game. The results from this kind of study would be very valuable as knowing how big of an impact settings has on a users game experience matters a lot. Combine the results with the current study and a game developer can get good data to help with deciding on how much time to actually spend developing the games SUI. As this study shows the Input and Sound settings seems to be understood by most so spending a lot of developing time for these might not be the best decision. Graphics settings, however, seems to be quite hard to understand but if a future study would show that playing a game with wrongly set graphics settings does not impact a users game experience spending developing time to solve this problem may be a waste of time. If it does impact the users game experience the developer should benefit from spending time to make the graphics settings easier to understand.

The terminology of a game’s SUI has been discussed a lot in this study and as the settings is almost always represented by terms this is natural. One thing that has not been discussed is the format of which the choices for a setting is presented and the impact this has on the understanding of them. The most common format is several choices that the user can scroll through but drop-down menus are quite common as well. The difference between these two formats is that one, drop-down menus, allow you to see all choices immediately whereas the other requires you to scroll through all the alternatives to do the same. This poses a practical limit on how many choices a setting like this can have. If it has too many it becomes tedious to scroll through them all and it can even be hard to remember them all when finally deciding what to set it to, specially if they are similar to each other.
There are many potential formats that could be used and looking into which one works best could be useful. The format of the settings are usually the same for all of them in a single game’s SUI as this keeps a overall design for the game. This, however, may not be the best way of doing it. Having different formats for the settings may be useful as some of them have vastly different choices. Many settings have choices presented as some arbitrary terms, such as: Low, Medium and High. Anti-Aliasing, for example, has something quite like this but usually use different terms where the terms relates to how many samplings this technique will do. This is usually presented as: 2x, 4x, 8x and 16x. The terms Low, Medium and High gives a user that does not fully understand the setting some kind of idea of what the actual alternative is whereas the terms 2x, 4x, etc does not. Using a slider, for example, as a format for the mentioned Anti-Aliasing setting could work just as well and be even better if it is presented as a slider with corresponding explaining text.


As already mentioned, the terms used for Graphics settings are often hard to understand. It has also been explained why this is: they represent complex, difficult to explain techniques. Sometimes this is also true for the alternatives for a setting although often they are presented with arbitrary scaled terms, such as Low to High.
Some games try to use easier to understand terms. Anti-Aliasing, for example, is sometimes  called Edge Smoothing or something similar. One problem with this is that Aliasing, the problem that the Anti-Aliasing tries to correct, does not exist outside of computers. Because of this it is hard to use a term that can be understood because theres no analogue in the real world. 
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Figur 1 Battlefield 3 Graphics SUI.
This picture is of the SUI in Battlefield 3 (DICE, 2011) played on PC. As seen on the picture the SUI is divided into five categories named: Controls, Gameplay, Audio, Video, Key Bindings. The three last categories exists in almost all games as computer games are commonly audiovisual and requires some sort of input. The first two categories usually exists in games but can vary quite a bit in their content. Controls is a category that also handles the input but, unlike Key Bindings, it is more directed towards general settings like: mouse sensitivity, invert mouse movement, etc. It is not uncommon that Controls and Key Bindings exists in the same category and i. Furthermore it is also common for game specific input settings to end up in Controls. Gameplay is usually a category where most of the game specific settings are put. As the details of the actual gameplay varies between game it is only natural that these settings are put in this category.


A quick explanation of all the settings shown in Battlefield 3:
1. If you have several monitors this is a setting to choose which monitor the game will be run on.
2. The resolution the game is run in. The format is Width * Height and the value is in amount of Pixels. The second number is the update frequency the monitor should use, in the format of Hertz (Hz). The alternatives are those commonly supported by computers. Some games detect what alternatives your monitor can run and only supply these for the user.
3. If the game should be run in full-screen mode or not. The alternatives are simply On or Off.
4. Adjusts the brightness of the game. The further right the slider is the brighter the game is shown.
5. If the update frequency of the monitor should synchronize with the frames per second the computer runs the game in. Without this setting a user may get unwanted graphical bugs, called tearing.
6. How large the users field of view is. The value is in degrees.
7. The amount of blur applied when the player character travels fast.
8. If the game is rendered with a stereoscopic 3D effect. This requires specialized hardware. It works roughly the same as 3D glasses in a cinema.
9. The depth of this 3D effect.
10. Changes effects in the game so that they are understandable by people that are colorblind. These effects are usually notifications, alerts, etc. and not explosions, lightning effects, etc.
11. Graphical pre-sets. This setting has six different alternatives: low, medium, high, ultra, custom and auto. Low, medium, high and ultra are pre-defined sets that set all other settings to the corresponding value. Auto tries to evaluate the users hardware and then apply the correct settings. Custom is when the user can change the individual settings on his or her own. If anything but Custom is chosen individual settings can not be changed. The pre-defined sets are often not optimal and the Auto alternative does not always get the optimal settings correct.
12. The quality level of the textures, the surface image on objects, in the game.
13. The quality level of the shadows used in the game. What you choose is how exact the shadows should be drawn.
14. The quality level of in-game effects. These are graphical effects such as explosions, smoke, etc.
15. The quality level of the 3D models in the game. Simply put the higher the quality level the more surfaces the object have.
16. The quality level of the terrain in the game. Same as the above setting but only applied to the models representing the terrain.
17. How far away decorative details in the terrain should be shown. With higher values a user can see these details further away from the player character.
18. Anti-aliasing is a technique to smoothen edges on objects in the game world. This technique is fairly advanced and we will not go into great detail about it here. The alternatives for this, and the next, setting is in amount of passes and what type of algorithm to use. The difference between this setting and the next one is when in the rendering process this technique is applied.
19. See above.
20. If a blurring effect should be applied when the player character travels fast.
21. This is a technique with varied uses. The major one is to make sure textures is not distorted when looking at them from an extreme angle.
22. This is a setting for how to simulate light. The alternatives are Off, SSAO and HBAO. SSAO and HBAO are different ways to calculate this with HBAO being the more advanced, and requires more computational power, of the two.


When holding the mouse over each setting you get a short description of the setting as show in this picture.
[bild på BF3 SUI]
There are very few instances when the user gets informed of the implications the setting have of the performance. All the settings have an implication on the performance of the game. The higher the values of the settings the more computational power is required.
Input settings
Yes	
Invert Axis	Mouse Sensitivity	10	11	No	
Invert Axis	Mouse Sensitivity	1	0	Wrong	
Invert Axis	Mouse Sensitivity	0	0	Sound settings
Yes	
Ambience Volume	SFX Volume	8	9	No	
Ambience Volume	SFX Volume	3	1	Wrong	
Ambience Volume	SFX Volume	0	1	Graphic settings
Yes	
Resolution	VSYNC	Shader Quality	FXAA	Anisotropic Filtering	11	5	4	3	2	No	
Resolution	VSYNC	Shader Quality	FXAA	Anisotropic Filtering	0	6	6	8	8	Wrong	
Resolution	VSYNC	Shader Quality	FXAA	Anisotropic Filtering	0	0	1	0	1	14

image3.png
Mouse
@] Enable Mouse Sensitiviy:
Mouse Sensitivy:

PR——

%) Mouse Wheel Zoom

c

Keyboard

[ Disable AlTab Shortcus
[ Disable Windows Key

Starcraft 2  ReswreDefauts

51%

Scrolling
Enable Mouse Sorolt

Mouse Scroll Speed:

—e

Keyboard Scroll Speed:
Drag Seroll Speed:

—e

(] Invert Drag Scrol

Invert X Axis

Invert Y Axis

20%
Mouse Sensitivity

20%
Locked Cover

20%

Weapon Selector

Controls Layout

Hitman: Absolution
of f

off

on

Show On Use




image4.png
—rp——

The Sims 3

- " = > >
o " 80

1

VeLUmE

| Enable Sound

Master Volume

Effects Volume

Voice Volume

Ambient Volume

¥ | Enable Music

Music Volume

Diablo 3

HARDWARE

Reverse Left/Right Speakers

Sound Channels
10 Lew (32) 2

Sound Output

10 DEFAULT Y
Speaker Setup
40 DEFAULT v
SUBTITLES
40

Cinematic Subtitles

Quest Dialog Subtitles

80





image5.png
Shadows Water
[Telnear o Ui = U =
| Texture Quality Unit Size. Sky
[T = Trge = U =
Dephof Fid Maimum et Size Terain Qualty
‘ o 5 Trge M [Figh v
| B ] Vertal Syncvonisaton 7] Disorton Effects hear aze)
SHader Mode SR % ] sof Shadows ] HOR figh boom)
NI R 7] Tesselation ) vignene
A R —
R~ GrophesCord | ATiRadeamD5B005010s 1
@ Decrx 11
Video Mermory (MBI 966 MB.

)
2

7. GRAPHICS

Max Payne 3
DIRECTX VERSION DX 1
FULLSCREEN On
RESOLUTION 1680x1050 : 60hz
VSYNC Off
ASPECT RATIO Auto
TEXTURE QUALITY Very High
SHADER QUALITY High
SH UALITY. High
R QUALITY High
Wi LITY High
FXA ry High
MSAA Off
ANISOTROPIC FIL 16X
AMBIENT OCCLUSIOI SSAO
TESSELLATION Normal

Video Memory: 788 MB / 1024 MB




image6.jpeg
Challenges

Flow
Channel

0 (Low)

£
3
§
i Boredom
ncreasing sis
skils (High) oo




image7.png
CONTROLS GAMEPLAY AUDIO KEY BINDINGS

swpMcsQUALTY € cuson >
FULLSCREEN RESOLUTION 1920x1080 60.00Hz EMM < : HIGH >
FULLSCREEN oN D> SHADOW QUALITY < HIGH >
BRIGHTNESS . === EFFECTS QUALITY < HIGH >

<
<
<
<
<
<
<

(VIVIVIVIVEVAY]





image8.png
Toggle Screen Space AO and

GRAPHICS

DIRECTX VERSION DX 11
FULLSCREEN On
RESOLUTION 1680x1050 : 60hz
VSYNC Off
ASPECT RATIO Auto
TEXTURE QUALITY Very High
SHADER QUALITY High
SH QUALITY High
RE QUALITY High
W. LITY High

FXA
MSAA
ANISOTROPIC FILTERINC
AMBIENT OCCLUSION

‘ery High
Off
16X

i

TESSELLATION Normal




image9.png
Texture Qualty: | Uttra v

Terrain Quality:

Allows greater detail on the terrain. Raising Terrain
Quality will increase the foliage, fog, water, and creep
detall

hics

Graphics Qualty: | Extreme

Terrain Qualty relies on your graphics card

Shaders: | Uitra v || Low: No foliage and simple water and creep
| Medium: Simple water, improved creep, lttle foliage

High: Realistic water and more foliage
Uttra: Water caustics and all foliage

Lighting: | Uttra v

Shadows: | Uitra v || Suggested: Uttra

Terrain: [[Oiera v Unit Portraits:

|





image10.png
Enable full use of 2.0+
shaders.

5 i




image11.png




image1.jpeg
Design Practices
Graphic Design
Product Design
Artist-Design

Academic
Disciplines

Ergonomics
Psychology/ Industrial Design
Cognitive Science Film Industry

Informatics

Engineering

Computer Science/
Software Engineering
Social Sciences Isnfg:::tslon
(e.g. Sociology, Y

Anthropology)

Human Human-Computer g‘l:g‘p‘z:::;

Factors (HF) Interaction (HCI) 0
Cooperative
Cognitive Cognitive Work (CSCW)
Engineering Ergonomics

Interdisciplinary Fields




image2.png
Anti-Aliasing o Anti-aliasing

O O




