
Chapter 10
Evaluating User Experience Factors Using
Experiments: Expressive Artificial Faces
Embedded in Contexts

Michael Lankes, Regina Bernhaupt, and Manfred Tscheligi

Abstract There is an ongoing debate on what kind of factors contribute to the
general positive user experience while playing a game. The following chapter
introduces an experimental setting to measure user experience aroused by facial
expression of embodied conversational agents (ECAs). The experimental setup
enables to measure the implications of ECAs in three contextual settings called
“still,” “animated,” and “interaction.” Within the experiment, artificially generated
facial expressions are combined with emotion-eliciting situations and are presented
via different presentation platforms. Stimuli (facial expressions/emotion-eliciting
situations) are assembled in either consonant (for example, facial expression: “joy,”
emotion-eliciting situation: “joy”) or dissonant (for example, facial expression:
“joy,” emotion-eliciting situation: “anger”) constellations. The contextual setting
called “interaction” is derived from the video games domain, granting an interactive
experience of a given emotional situation. The aim of the study is to establish a com-
parative experimental framework to analyze subjects’ user experience on emotional
stimuli in different context dimensions. This comparative experimental framework
utilizes theoretical models of emotion theory along with approaches from human–
computer interaction to close a gap in the intersection of affective computing and
research on facial expressions. Results showed that the interaction situation is rated
as providing a better user experience, independent of showing consonant or disso-
nant contextual descriptions. The “still” setting is given a higher user experience
rating than the “animated” setting.

10.1 Introduction

Various methods and new methodological developments have been proposed to
evaluate user experience in application domains ranging from user experience eval-
uation of mobile phones (Roto and Rautava 2008) to user experience for interactive
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TV (Bernhaupt et al. 2008b) and several others (e.g. Law et al. 2007). Most of them
did not take into consideration recent developments in the area of gaming, such as
game play between thousands of players, multiplayer audio channels and the use of
novel input devices to encourage physical activity (Bernhaupt et al. 2008a).

Digital games constitute a tremendously varied set of applications, with a wide
range of associated player experiences, defying a one-size-fits-all approach to their
conceptualization and measurement. One of the main challenges facing the gam-
ing research community is a lack of a coherent and fine-grained set of methods
and tools that enable the measurement of entertainment experiences in a sensitive,
reliable, and valid manner. Taking a factor-structure approach to characterize user
experiences, terms like fun, flow, and playability are most often used to explain
user experience in game design. However, there is an open discussion to include
other factors which might have relevance for games. Emotion is often cited as a key
element of user experience (e.g., Hassenzahl and Tractinsky 2006).

On the other hand, the quality of the display of emotions portrayed by embodied
conversational agents (ECAs) is perceived as a necessity to improve the user expe-
rience (Lee and Marsella 2006). The following chapter is looking in detail on the
relation of user experience and emotions that are expressed by ECAs. It shall pro-
vide some insights concerning the relation between emotions displayed in a game
(through the characters) in conjunction with emotion-eliciting situations in regard
to the user experience. Results of this study are a first step in a series of experi-
ments investigating the relationship between user experience and interaction with
embodied conversational agents.

The chapter is organized as follows: Based on an overview on currently used
models in emotion theory, the usage of emotional (factor) models in games is
explained and how the modeling of nonplayer characters (NPCs) – a field of
application of ECAs – is representing these emotional (factor) models. It shall be
investigated how the display of emotions (still, animated, or interactive) in various
contexts (either with a consonant or with a dissonant context description) is affecting
the user experience (measured with a questionnaire). The section on the experi-
mental study describes in detail three prestudies for selecting stimuli and material
followed by the main study on the relation of displaying emotion in games via ECAs
and perceived user experience. The conclusion shows how the findings can be used
in game development in terms of designing positive user experiences.

10.2 Related Work

Incorporating emotional expressions for nonplayer characters in games is seen as an
appropriate way to improve the gamers’ experiences. The research area of emotions
is a central topic in human–computer interaction and is approached from various
perspectives. Subsequently, some of these perspectives, and their relation to cur-
rent developments in user experience research, are presented. First, we look at how
emotions can be integrated, seen either as part of the computing system or as part
of the overall user experience. Second, we look on how emotions can be measured,
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and third, we present some related work on how emotions are integrated into ECAs
and how we measure the user experiencing in regard to the emotional expressions
performed by ECAs in conjunction with emotion-eliciting situations.

10.2.1 General Description on Emotion

The implementation of emotional factors in systems received an increased inter-
est by the human–computer interaction (HCI) community as researchers within this
field aim to develop machines that are focused on human needs (Branco 2003).
Emotions play a crucial role in our everyday life with computers (Crane et al. 2007)
and have a significant impact on user experience as they influence actions, expec-
tations, and future evaluations (Picard 1997). Technological advancements enable
machines to perceive, interpret, express, and respond to emotional information.
Traditionally, emotional factors were neglected as designers focused on usability
aspects and developed systems with the aim to increase efficiency of required tasks
(Picard et al. 2002). Although it might be argued that machines should be treated
as mere tools that do not (or should not) require any emotions, results of Reeves
and Nass (2003) showed that people tend to exhibit social and emotional behaviors
toward machines. Picard et al. (2002) also note that interaction with machines is
emotional even if the system was not designed to incorporate emotional aspects.
Users should be enabled to utilize familiar communication mechanisms when inter-
acting with computational systems. The human–machine interaction process should
be designed to resemble human interpersonal interactions, in order to rely on skills
obtained from human–human communication. Systems get easier to use if the inter-
action between human–machine is similar to human–human interaction (Bernhaupt
et al. 2007a).

When dealing with the various objectives within HCI research in the field of
emotion, we can choose from a tremendous amount of research approaches. Mahlke
(2005) provides a taxonomy dividing emotion in HCI into affective computing and
emotional design. The concept of affective computing postulates to develop sys-
tems that are able to perceive the emotional state of the user, interpret the affective
state, adapt to the user’s state, and generate an expressed emotion (Minge 2005).
Emotional design claims that emotion is considered as an important factor of the
user’s experience with interactive systems and it is aimed to incorporate emotional
aspects in the interactive system design process (Norman 2002). From the perspec-
tive of User Experience (UX) research, emotions are investigated to understand their
role as antecedent, as a consequence and a mediator of technology use (Hassenzahl
and Tractinsky 2006). Researchers in the field of user experience evaluation thus
try to concentrate on integrating emotional processes of the user experience into the
evaluation procedure of the interactive systems.

Our experiment addresses the factor emotion concerning user experience by
raising the questions how emotional stimuli (facial expressions by ECAs and
emotion-eliciting situations) in interactive system affect the (more general) user
experience?
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Concerning the factor emotion, there are two major research foci: the assessment
of emotional dispositions aroused by games and the incorporation of emotion into
the game world (see the following two sections).

10.2.2 Games and User Experience

Several tools are available to investigate the factor emotion: the Self Assessment
Mannequin (SAM) (Fischer et al. 2002), Emoticons (Desmet and Hekkert 2002), or
Affective Grid (Russell and Fernandez-Dols 1997) are just a few examples. Until
now, no commonly accepted method for measuring emotions is available. Ravaja
and colleagues (2006) presented 37 subjects different types of computer games
(Tetris, James Bond, Nightfire, and others). To measure emotional response patterns
they employed categorical (fear, joy, etc.) and dimensional measurement methods
(arousal and valence dimensions). They conclude that different types of games elicit
different types of emotional dispositions. Furthermore, the researchers believe that
developers will increase the commercial success of a game by incorporating emo-
tional aspects while testing different computer game concepts. Pleasant emotional
episodes during game play are deemed to be an indicator to provide positive (and
desirable) user experience (Ermi and Mäyrä 2005).

To understand the overall user experience, we decided to focus on a general per-
ception instead of only looking at the elicited emotion. User experience in games is
evaluated using a large variety of approaches ranging from questionnaires to physi-
cal measurements (Mandryk et al. 2006). As we wanted to have a simple and flexible
to use measurement, we decided to measure user experience with the AttrakDiff
questionnaire (www.attrakdiff.de) that has been used in various studies to investigate
pragmatic and hedonic quality of users interacting with a system.

The AttrakDiff questionnaire was developed to measure implications of attrac-
tiveness of a product. Users indicate their impression of a given product by bipolar
terms that reflect four dimensions. The first dimensions, the pragmatic quality
(PQ), describes traditional usability aspects, while the dimension Hedonic Quality-
Stimulation (HQ-S) refers to the need of people for further development concerning
themselves. By supporting this aspect, products can offer new insights and inter-
esting experiences. Hedonic Quality-Identification (HQ-I) allows to measure the
amount of identification a user has toward a product. Pragmatic and hedonic dimen-
sions are independent from each other and share a balanced impact on the overall
judgment. The two aspects contribute equally to the overall judgment of the sit-
uation/product and is referred to as hedonic quality (HQ). Attractiveness (ATT)
resembles an overall judgment based on the perceived quality.

10.2.3 Embodied Conversational Agents

According to Bartneck (2000), computer games were one of the first applications
that incorporated interactive virtual characters. One main driving force in the games
industry is innovation in computer technology, which enables the development of
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more visually elaborated game entities (here: characters). As video game systems
have become more powerful from a technical point of perspective, the gaming com-
munity has demanded games that push the technical capabilities of the platforms
(Pruett 2008). At the beginning of video game, history game elements were dis-
played as very abstract and simple forms, while nowadays players are confronted
with rather highly realistic virtual actors inhabiting complex virtual worlds. A lot of
effort is put in the creation of NPCs by game companies. NPCs can include capa-
bilities of verbal and nonverbal communication and may aid the player in a gaming
situation. Players may encounter NPCs as enemies that try to interfere to reach game
goals, or as characters that serve them as tutors or supporters. Isbister introduces in
her book “Better Game Characters by Design” (Isbister 2006) a classification of
NPCs based on their social roles within the game.

NPCs can be seen as a field of application regarding ECAs. In general terms,
an embodied agent can be understood as a specific type of agent whose behaviors
are executed by some type of perceivable digital representation (Bailenson 2008).
Lieberman (1997) describes agents, in contrast to traditional interfaces, as any pro-
gram that serves as an assistant or helper to aid users during the interaction process.
Bates (1994) adds emotional aspects when defining embodied agents. Nonverbal
signals form an essential part in the communication process, which incorporate
the portraying of emotional dispositions via facial expressions, gestures, voice,
etc. With the implementation of emotional aspects, agents are more attractive to
users because they communicate in ways we are used to (Elliott and Brzezinski
1998). Agents containing knowledge about the conversational process and capa-
bilities to perceive and express emotional signals can be summarized under the
term ECAs. They are characters that visually incorporate, or embody, knowledge
about the conversational process (Prendinger and Ishizuka 2004). ECAs are vir-
tual humans able to perform conversations with humans by both understanding and
producing speech and nonverbal signals (Cassell 2008). They form a type of mul-
timodal interface where the modalities are the natural communication channels of
human conversation. The visual representation of ECAs of interacting is intrinsic to
its function, meaning that visual information (for example, display of facial expres-
sions) is crucial in the process (Bickmore and Cassell 2001). Nonverbal channels
are necessary for both conveying information and regulating the communication
process (Bickmore and Cassell 2001). They can be utilized to provide social cues as
attentiveness, positive affect, and attraction. For investigating the affect of displayed
emotions on the users (players) experience, the definition by Mancini et al. (2004,
p. 1) shall serve as the basis: “ECAs are virtual embodied representations of humans
that communicate multimodal with the user (or other agents) through voice, facial
expression, gaze, gesture, and body movement.”

10.2.4 Facial Expressions Performed by Embodied
Conversational Agents

Emotion theory offers a variety of approaches including perspectives of social con-
structivism, cognition, or theories based on the work of William James or Charles
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Darwin (Cornelius 1996). The “Darwinian approach” focuses on facial expressions
and propagates a limited number of basic, fundamental, or discrete emotions that
are directly linked to the motivational system (Scherer et al. 2004). Followers of
this tradition assume that specific eliciting conditions would automatically trigger
a pattern of reactions such as peripheral physiological responses. It is postulated
that mechanisms of emotion mixing or blending occur, which lead to a great vari-
ability of facial expressions. Russell and Fernandez-Dols (1997) summarized the
discrete emotion approach to outline basic assumptions. First, there is a small
set of basic (or fundamental) emotions that are genetically determined and dis-
crete. Each of these emotional states is composed of behavioral patterns like the
portrayal of specific facial expressions. The encoding and decoding of emotional
signals developed based on adoption processes. States that are not linked to facial
signals are not considered as basic emotions. Evidence is present for the basic emo-
tions happiness, surprise, anger, contempt (some uncertainty), disgust, sadness, and
fear. These emotions are recognized by all humans (innate) independent from their
cultural background. Emotions that share nonfundamental states are considered to
be blends (mixtures) of basic emotions. Cultural restrictions may inhibit or mask
certain behavioral patterns called display rules.

Based on these assumptions, Ekman and Friesen (1972) developed Facial Action
Coding System (FACS). It serves as a high-level description of motions by fea-
ture points (Jaimes and Sebe 2007). Each facial muscle is assigned a numeric
value that is modified when muscles move. Thus, facial expressions could be syn-
thesized by relating to FACS codes. FACS allows measuring facial expressions
objectively, which enables the synthesis of specific expressions by applying the
required FACS codes. Movement of individual facial muscles sections lead to
observable alternations within the overall appearance of the face.

Fernandez-Dols and Carroll (1997) emphasized the importance of context, claim-
ing that the perception of emotional signals is significantly influenced by situational
factors and vice versa. Wallbott (1990) also supports this position by noting that
subjects were confronted with isolated stimuli to indicate their perception of the
presented emotion. He propagated the explicit incorporation of context-related
information in the investigation of facial expression. Without context, subjects are
forced to simulate (or construct) the missing information, which inevitably will lead
to invalid research results. According to Wallbott (1990), three factors are relevant
when judging the emotional quality: the stimulus (for example, photos showing
facial expressions), the background (or context), and the emotional disposition of
the observer. Contextual aspects are not only embedded in emotions, but also the
cause for emotional dispositions. Context in facial expression can be subdivided
into a situation-related context (modification of the current emotion), a comparative
context (the relation of one nonverbal communication channel between others), the
static context (captured via photos), and the dynamic context (involved channels in
a given time frame).

To summarize the findings of Wallbott (1990), person-related aspects (here:
facial expressions) have more influence on emotion judgments than situational com-
ponents. However, the analyzed data revealed that (although visual stimuli are
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dominating the perception) descriptions of emotion-eliciting situations will gain
importance if the constellation of stimuli is dissonant. Furthermore, subjects employ
different strategies when being confronted with different types of stimuli constel-
lations. Person-related aspects do not completely dominate situational factors, as
they are always integrated into the judgment of emotional stimuli. An important
factor that determines the importance of components is the type of presentation
medium. The increase of visualization in regard to situational aspects leads to a
shift of dominance. The more visualized a situation is presented, the more it will
influence the judgment on emotion. Wallbott (1990) assumes that dynamic stimuli
material (descriptions of emotion-eliciting situations) in “still” settings (presenta-
tion of facial expressions via film clips) grants more clear information on a given
situation than static presentations (presentation of facial expressions via photos).

The following proposal for evaluating UX in the context of ECAs will build on
these findings as it tries to extend the framework by employing a new (interactive)
presentation medium. The relative importance of information channels shall not be
addressed, but a novel experimental setting to investigate the perceived user experi-
ence in regard to facial expressions and their relation to contextual aspects shall be
presented. The introduced theoretical considerations on emotion should serve as a
foundation, as well as to provide some insights into this multidimensional research
topic. It should have been pointed out that situational aspects have to be considered
when investigating the perception of facial expressions as they determine the quality
of the interpretation process.

10.3 Evaluation

The goal of this experiment was to understand the influence of emotional facial
expressions of ECAs and descriptions of emotion-eliciting situations in three inter-
action conditions (still, animated, or interactive) on the user experience. We see user
experience as a concept that is best described as a property of the human interact-
ing with the game. The overall user experience during game play is consisting of
some key components. Emotions are the most prominent component together with
immersion, playability, or flow. As we only wanted to understand how changes in
the emotional expression of an ECA and emotion-eliciting situations might influ-
ence the general perception, we decided to focus on a general measurement of user
experience, based on the AttrakDiff questionnaire.

10.3.1 Methodological Considerations

To investigate user experience in games, a set of methods has been devel-
oped. Following traditional HCI approaches of classifying evaluation, methods
can be grouped in expert- and user-oriented evaluations (Dix et al. 2004), other
classifications are based on development cycles or more social science-oriented
approaches (Bernhaupt et al. 2007b). How emotional expressions of ECAs and
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emotion-eliciting situations affect the user experience in a game can be evalu-
ated using several of these methods. But what the relationship between these
methodologies is stays rather unclear.

To understand the influence of emotional expressions of ECAs and the influ-
ence of emotion-eliciting situations on UX, a more rigid approach is necessary.
An experiment (including three prestudies) was set up to investigate the relation-
ship between emotional expressions of ECAs and emotion-eliciting situations in
interactive settings compared to still and animated settings.

The main study investigates how a given emotional facial expression and an
emotion-eliciting situation combined in either a consonant (for example, facial
expression: “joy,” emotion-eliciting situation: “joy”) or a dissonant (for example,
facial expression: “joy,” emotion-eliciting situation: “anger”) constellations pre-
sented in either a still, animated or an interactive format is influencing the overall
user experience. The goal was to investigate the influences on the overall user
experience to understand how the design of ECAs influences the game play.

10.3.2 Prestudy 1: Evaluation of Emotion-Eliciting Situations

The goal of prestudy 1 was to identify and validate emotion-eliciting situations. The
purpose was to identify emotion-eliciting situations with “pure” emotions (weak
or no presence of other emotions) and high intensity that will be utilized in the
main study. As emotion descriptions set up by the researchers influence heavily the
outcome (Wallbott 1990, p. 37), a categorized and standardized emotion-eliciting
situation experienced in real life was used. Projects (for example, Summerfield
and Green 1986, Scherer et al. 2004) were carried out for years in different cul-
tures to identify emotion-eliciting situations that are culturally independent from
their meaning. The “International Survey on Emotion Antecedents And Reactions”
(ISEAR) database (ISEAR 2008), which was made freely available for researchers
interested in this field, contains data files and explanations for a major cross-
culturally comparative study on the cognitive antecedents of emotion (based on
appraisal notions) and the reaction patterns reported for seven basic emotions (joy,
fear, anger, sadness, disgust, shame, and guilt) by close to 3000 respondents in 37
countries.

We used 200 randomly chosen database entries as a basis and then removed
descriptions that did not refer to the emotion categories of Summerfield and Green
(1986). Within prestudy 1, the applicable descriptions were filtered using three crite-
ria. Criterion 1 identify the dominating emotions by analyzing the intensity of all six
basic emotions. The second criterion should reveal the presence of “pure” (one emo-
tion present) and “blended” (mixture of emotions) emotions, as the questionnaire
allowed multiple choice answers. Only pure emotions are considered applicable to
the main experiment. The purpose of criterion 3 is to filter out pure emotions that
have a fairly low intensity. Descriptions that are employed in the main experiment
have to fulfill all three criteria.
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Table 10.1 Selection of stimulus material based on prestudy 1, criterion 1. The mean values are
shown for each emotion type

Stimulus Joy Fear Anger Sadness Disgust Surprise Dominance

Aa1 5.76 0.76 0.00 0.10 0.06 1.26 Joy
Aa4 7.10 0.00 0.00 0.00 0.00 0.17 Joy
Ab1 6.16 0.00 0.00 0.00 0.00 0.93 Joy
Ab3 7.20 0.00 0.00 0.00 0.00 0.26 Joy
Bb1 0.00 0.86 0.26 4.76 0.06 1.73 Sadness
Bb2 0.00 0.13 1.13 7.33 0.00 0.43 Sadness
Bb3 0.00 0.33 0.63 7.50 0.00 0.80 Sadness
Bb4 0.00 0.03 0.66 7.26 0.00 0.33 Sadness
Ca4 0.06 3.40 0.00 0.80 0.23 1.86 Fear
Cb1 0.30 4.90 0.26 0.00 0.00 0.10 Fear
Cb3 0.00 6.66 0.86 0.13 0.13 1.33 Fear
Da1 0.00 0.03 5.46 0.63 0.00 1.16 Anger
Da2 0.20 0.00 3.83 0.93 0.96 1.00 Anger
Da4 0.00 0.33 6.40 0.76 0.06 120 Anger
Db1 0.00 0.03 6.20 0.93 0.00 1.13 Anger
Db4 0.00 0.00 6.73 0.80 1.66 0.70 Anger

Thirty participants (15 male, 15 female) aged 22 to 61 took part in the study.
To validate the experimental descriptions based on the three criteria, a simple
questionnaire was used. Participants rated the evoked emotion (joy, fear, anger, sad-
ness, disgust, and surprise) and the dominance for each description (scale from 0 to
8 [emotion not present at all, emotion intensively present]).

Based on the ratings of the participants, 11 descriptions are applicable for
the main experiment. For criteria 1, the dominating emotion was analyzed (see
Table 10.1), followed by criteria 3 selecting only emotion-eliciting situations that
were rated on average higher than 4.75 (on the scale from 0 to 8) and finally exclud-
ing blended emotions (ratings of two emotions that were higher than 2 on average).
Based on these criteria, finally 11 situations were showing pure emotions. For the
following prestudies, we used two situations for each of the four emotions from the
category of Summerfield and Green (1986): sadness, joy, anger, and fear. Table 10.2
shows these eight situations that were used in the following steps of the experiment.

10.3.3 Prestudy 2: Evaluation of Artificial Facial Expressions

It proved to be a difficult undertaking to find appropriate stimuli material mainly due
to license or quality issues of available virtual actors. Since no appropriate stimuli
material was at hand, it was decided to create the actors and facial expressions.
Constructing six ECAs performing four basic emotions along with a neutral one
leads to a total number of 30 stimuli images.
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Table 10.2 Descriptions selected based on prestudy 1

Stimuli Description

Aa4 My girlfriend was arriving back from overseas and I picked her up from the airport.
She finally appeared from customs and we came into contact again

Ab3 I went back home after a long trip and met beloved people and close friends
Bb3 A close friend was involved in an accident and passed away instantly. He had gone to

buy a new car and had asked me to wait at his house so that I could see his new car
Bb4 I hear about the death of somebody I liked very much and I was not present either to

see that person or to try to share my emotions with other friends
Cb1 At about midnight I had to go by bike through the city alone. On the whole it was a

distance of several kilometers. A car followed me through the streets. Only when I
went into a one-way street the car disappeared

Cb3 I was living with my brother and one day he went away on business. I was left alone
to look after the house and the property. At night, thieves came and wanted to break
into the house

Da1 I had arranged with a friend to go with him to the city by car. We had arranged a
place where to meet. I was a bit late and my friend had left already. I had no money
to go by train. It was very important for me to go to the city

Db1 The headmaster of the job appointment committee in charge explained me that
teacher (of the opposite gender) was more suitable for a particular post. I had more
years of service than the male/female

After selecting the emotion-eliciting situations in prestudy 1, it was necessary
to construct and investigate facial expressions performed by the constructed ECAs.
The stimuli should be presented to subjects without any additional information and
should communicate one of the four chosen basic emotions (joy, fear, anger, and
sadness). The constructed expressions should convey pure emotions with a rather
high intensity. As in the previous study, participants of prestudy 2 rated stimuli by
answering via a multiple-choice questionnaire containing the six basic emotions and
were rating the emotional intensity on a scale from 0 to 8 (emotion not present at
all, emotion intensively present).

In contrast to prestudy 1, the questionnaire was not printed out on paper, but was
shown via an LCD display to match the presentation as close as possible in regard
to the main experiment. Therefore, a tablet PC was utilized in order to resemble
study 1 as close as possible and to grant a certain amount of mobility. With the
aid of the lime survey or application (Lime 2008), an online questionnaire tool, the
questionnaire was set up and images were implemented along with emotion type
and intensity scales. The application also enabled the scrambling of picture order.
The evaluation of facial expressions is carried out by applying the three criteria from
prestudy 2. This step was necessary to verify if constructed facial expressions are
perceived as intended.

Thirty participants took part in prestudy 2 (16 male, 14 female), age ranging
from 20 to 63. The filling out of the questionnaire via the tablet PC took about
15–20 minutes. Material was selected based on the same criteria as in prestudy 1. All
stimuli were perceived as intended (criterion 1: most intensive emotion), the rates
for perceiving blended emotions followed the reported recognition rates of emotions



10 Evaluating User Experience Factors Using Experiments 175

Fig. 10.1 Female and male ECAs showing the emotions joy, sadness, anger, and a neutral face

in faces (Ekman and Friesen 1972). For criterion 3, the intensity of the emotion
was over 4.75 for all presented stimuli. The constructed material thus fulfilled the
intended purpose. Figure 10.1 shows examples of female and male ECAs showing
different emotions.

10.3.4 Prestudy 3: Evaluation of Settings and Text Fragments

Prestudy 3 deals with the assessment of virtual settings mainly utilized in interactive
condition of the main experiment. The virtual settings should indicate the physical
context in which emotion-eliciting situations are embedded. The step of creating
virtual settings is necessary as conversations in real life take place in physical
contexts.

The introduction of a physical context layer may cause unwanted artifacts. The
interpretation of facial expressions and emotion-eliciting situations may be influ-
enced by the color of settings. The work of Suk (2006), who investigated emotional
responses to color to analyze the relationship between color attribute and emotional
dimensions (dimensional approach), helped to overcome this issue. He found out
that emotional responses to color vary more strongly with regard to tone than to hue
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categories. The overall color of settings and its lightness are slightly toned down
to avoid affective-related influence. The blue prints for the construction of virtual
settings are derived from the situations of study 1. Most descriptions of prestudy
1 indicate a physical context by containing words such as “airport,” “home,” or
“town.” We thus constructed eight contextual settings, one airport setting, two town
settings, and five home settings for the eight emotion-eliciting situations. Eight set-
tings were available as text (for the still images), and eight virtual settings were
additionally constructed for the interactive setting of the main experiment.

Similar to study 1, the fragments of emotion-eliciting situations should be judged
by presenting the six basic emotions, and intensity was rated on a scale from
1 to 8. Thirty participants (14 male, 16 female) aged 22 to 57 took part in the
evaluation. The evaluation of text fragments and virtual settings led to a total
number of 16 stimuli (eight images of virtual settings plus eight split up emotion-
eliciting situations). As in prestudy 2, the questionnaire presents stimuli via an
LCD display to match the presentation as close as possible in regard to the main
experiment.

Table 10.3 presents the emotion ratings for the eight text fragments describing
the context of the eight emotion-eliciting situations (see again Table 10.2) and the
rating of the emotional judgment of the eight virtual scenarios (which should not
influence the experiment, thus ratings should be below 2.00 on average).

10.3.5 Experiment: Facial Expression and User Experience

The goal of the main experiment was to evaluate the impact emotion-eliciting situ-
ations and facial expressions on the overall user experience. We manipulated two
conditions: condition one was the influence of a consonant/dissonant contextual
descriptions. Condition two was the influence of either a “still” situation (frame),
the “animated” (animation clips) situation, or the “interactive” situation (game
environment).

The following hypotheses are related to the general research question on how
emotional facial expressions of ECAs and emotion-eliciting situations influence the
user experience:

• (H1) The overall user experience in the interactive situation is rated higher than
the user experience in animation scenario and the still scenario.

• (H2) The animation scenario in terms of user experience is rated higher than the
still scenario.

• (H3) The perceived user experience will be the higher for consonant settings than
for settings with dissonant stimuli.

The experiment is based on 576 possible stimuli. Four consonant scenarios
presenting the four selected basic emotions (joy, fear, anger, and sadness) and 12 dis-
sonant settings, each performed by one out of six possible virtual actors, embedded
in eight different emotion-eliciting situations. Since the experimental setup consists
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of three different scenarios, 192 constellations have to be multiplied by 3, result-
ing in 576 stimuli. Out of these 576, six scenarios are randomly chosen for each
subject. Subjects have to indicate the perceived user experience via the AttrakDiff
(Hassenzahl et al. 2003) questionnaire.

In order to avoid material effects caused by repeated measurements, items of
the AttrakDiff were randomized result in six different versions of the AttrakDiff
questionnaire. Furthermore, each participant received the six generated Attrakdiff
questionnaires in a randomized order when providing information on their impres-
sion concerning user experience factors.

For the experiment, each participant was presented three scenarios (still/
animated/interactive) two times (one consonant/one discrepant). Each ECA
appeared only one time for each participant. Repetition of consonant and dissonant
emotion constellations was avoided and none of the emotion-eliciting situations was
repeated for a participant.

Concerning scenario 1 (still), a picture was shown containing a facial expres-
sion performed by a virtual actor (evaluated in prestudy 2), along with descriptions
of the emotion-eliciting situations (evaluated in prestudy 1). An image of a virtual
setting, referenced to the emotion-eliciting situation, is also displayed in the back-
ground. After subjects indicated that they were finished with their observations, the
experimenter handed out the AttrakDiff questionnaires.

Scenario 2 was structured similar to scenario 1, as facial expressions are pre-
sented along with emotion-eliciting situations. In contrast to scenario 1, the faces of
virtual actors were animated by performing eye-blinking animations, slight head
rotations, and minor changes of emotion intensity to grant a vivid impression.
The emotion-eliciting situations were presented in three information chunks (see
study 3) along with an animated background showing one of the eight virtual set-
tings. The animation of background contained short clips with camera tilts. Each
sequence played in looped cycles and lasted 20 seconds. The animation is stopped
when participants finished their observation task during the experiment.

Scenario 3 involved the assessment of user experience in an interactive set-
ting. At the beginning of the experiment, subjects had the possibility to get used
to the input controls (Wii-controller) by carrying out a tutorial. The tutorial con-
tained an example scene made up of one ECA and three hotspots conveying
dummy information. By performing the basic controls with the Wii-controller, the
experimenter showed interaction possibilities. Afterward, participants were asked
to maneuver within the scenery by themselves. They were told of the structure
of interactive scenes and the purpose of information hotspots. Next, the stimu-
lus was initialized by loading the required scenery. The scenery contained one
ECA showing one out of four basic emotions, and three information hotspots
incorporating descriptions of an emotion-eliciting situation divided into three infor-
mation chunks (study 3). Participants observed the facial expressions and entered
hotspot areas to read the situation-related information. As in scenarios 1 and 2,
the experimenter handed out the AttrakDiff to subjects after the observation
task.
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Twenty participants took part in the study, 9 female and 11 male aged between
21 and 54 years (M = 31.8).

10.4 Results

We present the findings according to the three hypotheses:

(H1) The overall user experience in the interactive situation is higher than the
user experience in animation scenario and the still scenario.

The evaluation of how users experience the various emotional stimuli in the vary-
ing conditions showed that the overall user experience in the interactive situation is
rated at a higher level by users than in the animation scenario and still scenario (see
Fig. 10.2). Comparing the overall judgment on the hedonic quality (HQ) of the users
with a factor analysis shows that users rate the interactive scenarios presenting emo-
tions as higher (M = 0.81, SD = 0.95) than for the still (M = 0.24, SD = 0.78) and
the animated scenarios (M = 0.29, SD = 0.89). The post hoc analysis shows that the
HQ is significantly different for the interactive scenario compared to the still sce-
nario (LSD = 0.51, p = 0.01) and the animated scenario (LSD = 0.57, p = 0.04).
We can conclude that emotions that are presented in an interactive setting lead to a
higher user experience.

(H2) The animation scenario in terms of user experience is rated higher than
the still scenario.

Fig. 10.2 Results of the AttrakDiff: overview of values concerning the hedonic and pragmatic
quality of the three employed scenarios (consonant/dissonant)
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Comparing still and animated scenario, no significant difference could be found.
The animated scenario is thus not contributing to a positive user experience in the
setting. The employment of animation in stimuli did not have the anticipated positive
effect on UX.

(H3) The perceived user experience will be higher for consonant settings than
for settings with dissonant stimuli.

Overall, the perceived user experience is rated different for consonant and disso-
nant settings. The ANOVA performed showed significant differences for consonant
and dissonant settings (F = 13.6, p < 0.000).

Looking into the differences in more detail, a second ANOVA showed that
all scenarios were rated significantly different in terms of hedonic quality (HQ)
(F = 5.25, p < 0.000), as well as for attractiveness (F = 9.16, p < 0.000) and prag-
matic quality (F = 14.23, p < 0.000). Figure 10.2 shows these results in more
detail: showing higher ratings for consonant scenarios (upper right) and lower rat-
ings for dissonant scenarios (lower left). The interactive scenario is rated best in
both conditions.

The type of the presentation medium is heavily influencing the overall user expe-
rience in which an emotional stimulus is shown (in this case, a facial expressions
of an ECA). For research on emotional aspects in psychology, it can be concluded
that the context description can have a significant influence on how an emotion is
perceived, as well as the scenario the stimuli are presented in.

For the games industry, the user experience in terms of facial expression of ECAs
can be enhanced by providing consonant stimuli (consonant facial expression and
description) and allowing direct interaction with the ECA (not only still or animated
sequences).

10.5 Conclusions and Future Work

Investigating user experience and possible influences on user experience is a diffi-
cult task. We were interested in the relationship between emotions and perception
of emotions and how the user experience for such a setting would be. To investi-
gate this aspect, we (had to) carefully construct(ed) the stimuli material (emotion
descriptions, ECAs showing these emotions) and to control any unwanted influ-
ences balanced various influencing factors (female/male ECA, etc.). The experiment
showed that people do perceive ECAs that display emotion differently depending
on the context description (emotion-eliciting situation) given. If the presented mate-
rial is consonant, the overall user experience is higher, if the presented material is
dissonant, the user experience is lower (even negative). User experience can thus
be influenced (and can be designed positively in a game) giving congruent infor-
mation in form of (written) scenario and presented emotions of the ECA. Second,
user experience is not higher for semi-animated facial expressions. In general, user
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experience is higher for interactive settings. The implications of this first results
show that investment in small animations (for improving still images presenting
emotions) is not improving the user experience, except the user is allowed to inter-
act with the ECA. Creators in the games domain are interested in establishing an
entertaining and intense gaming experience for their audience. A lot of production
time is spent on creating realistic characters in detailed environments. Most situa-
tional aspects are defined without any theoretical foundation by focusing on artistic
procedures. The work should show the necessity to relate to character-based com-
munication channels (such as facial expression) with the current event the player
confronts.

From the methodological perspective on how to evaluate user experience in
games, we can summarize that experiments are one way to better understand the
more general aspects of UX in games. As user experience is consisting of a wide
variety of factors, it is difficult to find an experimental setup limiting the possi-
ble influencing experimental components. A careful experimental setup (including
many prestudies) is thus a long process, and results for influencing factors on user
experience are not immediately available. In general, experiments are a necessary
means to understand the scientific basics of user experience, for an industrial context
this kind of methodology might not be applicable. On a long-term basis, we see this
kind of experiments as a necessary means to lay the foundations for understanding
user experience.
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