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Abstract

Agent-based computing represants an exciting new synthesis both for Artificial Intellig ence (Al)
and, more genedlly, Compuer Science. It hasthe potenial to significanty improve the theory
andthe pracice of modeing, desgning, and implemening computer sysems. Yet, to dak, there
has been little systematic analysis of what makes the agent-based approach such an appealing and
powerful compugtionalmodel Moreover, evenlesseffort hasbeendevoted to discusshgtheinheent
disadwantgesthatstem from adoping an agentorienied view. Here both sets of issuesre explored.
The standpont of this anaysis is the role of agentbasedsoftware in solving complex, realworld
problems. In paticular, it will be argued that the developmentof robust and scahble software
sysemsrequres autonomousagens that cancompkte their objeciveswhile situatedin a dynamtc
anduncetain ervironmenithatcanengagenrich, highHevel socid interacions,andthatcanopeete
within flexible organisaional structures. 0 2000Elsevier ScienceB.V. All rightsreseved.

Keywords Agentbaed computing; Software engineeing; Multi-agentsystens; Agentinteractions Social level

1. Introduction

An increasng numberof computr systemsare being viewed in termsof aubnomous
agens. Agens are being espougd as a new theoretcal model of computton that
more closely reflects current computing reality than Turing Machnes [58]. Agents
are being adwcatedas a next generationmodel for engineeringcomplex, distributed
systems[36,59]. Agent are also being used as an overarching framework for bringing
togethethecomponenil subdisiplinesthatarenecesary to desgnandbuild intelligent
entities[41,49].Yet degite this inten® interes$, anumberof fundamentatjuesionsabout
the nature and the use of the agentoriented approachreman unansvered.In paricular:

*This article is basd on the Computers and Thought Award lecture that was delivered at the Sixteenth
InternationalJoint Conferenceon Avrtificial Intelligence(IJCAI-99) in Stockholm
1 Email: nri@ecssotonacuk.
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e whataretheessential conceps andnotionsof agentbased computng?

e what makes the agentbasd approachan appeaing and powerful computtonal

modeP

e whatarethedravbacksof adoping an agentoriented approach?

e what are the wider implicaions for Al and compuer science of agentbasd

computng?
Thes® quegions can be tackled from mary different pergpectves rangng from the
philosophicalto the pragmatic.This paperproceedsrom the standpointof usng agent-
basd softwareto addres realworld problems However in the cour® of this analysis,
a numberof broaderpoints are madeaboutgeneraldirecion and emphass of future Al
research.

Building high quality sdoftwarefor realworld applicationsis difficult. Indeed it hasbeen
arguedthat such developmens are one of the mog difficult condruction taks humans
undertale (bothin termsof the numberand the flexibility of the condituentcomponents
andin termsof their interconnedbng. Moreover, this statementis true no mater what
modeb andtechnguesare appled: it is a consequenceof the “essential complexity of
software” [4]. Such complexity manfeds itself in the fact that the software hasa lage
numberof parts that have mary interacions[53].2 Given this stateof affairs, the role of
software engneerng is to provide modek and technguesthat make it easer to handke
this compkxity [46,54]. To this end, a wide rangeof software engneerng paradgms
have recentlybeendevised (e.g.,object-orientatiorj2,42], component-vare[55], desgn
patterng 18] and software architectured6]). Eachsuccesive developmenteither claims
to make the engineeiing processeasieror to extend the complexity of applications that
canfeasbly bebuilt. Althoughevidenceis emegingto supportthes claims resarchers
coninueto srive for more efficientand powerful techngues egecilly assolutionsfor
evermoredemandag appicaionsaresought

In this article, it is arguedthat athoughconemporarymethodsarea step in the right
direcion,whenit comego developingcompkx, distributed systemsthey fall shortin two
main ways:

(i) the interactions betweenthe various computational entities are too rigidly defined

and

(ii) thereare insufficient mechanigsns availablefor repregntingthe system’s inherent

organkgationalstructure (seeSecion 4 for moredetails of thes argumens).
Againg this backgroundthe two cental argumens of this papercanbe expresed:

The Adequacy Hypothesis. Agentoriented appmoadescan significanly enhanceour
ability to madel, design and build compex, distributed software systems.

The Establishment Hypothesis. As well as being suitable for desgning and building
comple sygems the agent-orientedappmoacd will succeedas a maingream software
enghneeing paradigm

2|n this contet, the term “complexity” is used in a generalmanner(asin [11,1557]); not in the specific
technicalsense of agorithmic or computationalcomplexity.
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In seeking to arguefor these hypothess, it is clearthat this work differsin flavourfrom
the majority of scientific papers|t preensno new theoremshasno experimentl reailts,
ard does not desciibe a novel application. Ratter, it represerts a (qualitative) analysis of
an importantandfad growing areaof computerscience.The aim of this analyss is to
provide the intellectwal justification of preciselywhy agent-basedsystens are well suted
to engneerng complex software systems The analysis containedheren is basedon more
thana decadeof experiencen usng agent-basdtechniqueso condructlarge-sale,real-
world applicaionsin awide variety of indugrial and commercal domans(see[17,25,30,
33,34]). Despte thesecaveats this paper doesmake a numberof importnt contibutions
to the stateof the art. Firstly, despte agent-basedsystens being toutedasanapproachthat
will have amajorimpacton futuregeneratiorsoftware (“pervasive in every market by the
year2000” [27] and“the new revolution in software” [21]), therehasbeenno systematc
evaluation of why this may be the cag. Thus althoughthere are anincreasng number
of depbyed agentapplicaions (see [37,44] for a review), nobody has systemaically
analyed preci€ly what makes the paradigmeffective. This is clearly a major gapin
knowledgethatthis paperseeksto addres. Secondlytherehasbeencomparatiely little
work on viewing agentbasd computng as a serioussoftware engheerig paradgm that
cansignificanty enhancealevelopmensin awide rangeof appicaions This shortcoming
is rectified by recasing the essential componentof agentsystemsinto more traditional
software engineeringonceptsFromhere, it canbeshown thattheagent-basd approactis
aboth anatral and alogical evolution of arangeof conemporaryapproacheso software
engneerng.

Theremanderof the paperis structured as follows. Secion 2 discusses the esence of
agentbasd compuing. Secion 3 makesthe cas asto why anagentorientedapproachs
well suitedto engineeiing complex, distributedsystens. Section 4 argueswhy agert-based
techniquesre likely to succeedandmake it into the maingreamof software engineering.
Secion 5 highlights the potenia disadwantagesof adoping an agentoriented approach.
Section6 adwocatesa new pergpectve on modeling computersystems (the social level
[32]) as a promising meansof remedyng the identfied shortcomings Finally, Secion 7
placegheworkin abroaderAl and computersciencecontext.

2. The essence of agent-based computing

Thefirst step in arguing for an agentorienied approachto software engneerig is to
preceely idenify and define the key notions and conceps of agentbasd compuing.
Defining and classifying phenomenas always a task fraughtwith difficulty—therewill
always be objecions to basc definitions argumens that important points have been
overlooked,or claimsthatit isrealy nothingnew anyway. Such observationsareespecially
pertinentif the entity to be definedis both intangibleand a relatively new phenomenon.
Nevertheless, such definitionsare precisely what are neededn orderto arguefor agent
oriented software engheerng. Given this necesity, the approachtaken hereis to offer
a definition that is sufficiently encompassimg to cover a broad range of phenomena that
canrea®nably go underthe heading of agentbasd systems yet sufficiently tight that it
canrule out systemsthatare clearly notagentbasd. Aroundthe edgestherewill always
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be debae. Moreover, the definitions offered here concentate on necesary, rather than
sufficient, condtionsso they canalways be extended.

Here the key definitional problemrelatesto the term “agert”. At presen, thereis much
debatg16], and little conenaus, aboutexactly what congitutesagenthoodHowever, an
increatng numberof resarcherdind thefollowing characteriationuseful [59]:

An agent is an encapsilated conputer syssemthat is situated in some ervironnment
andthatis capabk of flexible, autonormousacton in that ervironnentin order to
meetits desgnobjectives

Thereare anumberof pointsaboutthis definitionthatrequirefurtherexplanation Agents
are:
() clearly identifiable problem solving entities with well-defined boundariesand
interfaces
(i) situated(embeddedin aparticularervironment—thg receveinputsrelatedto the
state of their ernvironmenthroughsensorsandthey actonthe environmenthrough

effectors

(i) designed to fulfill a specific purpose—they have particular objectives (goals) to
achieve;

(iv) aubnomous—they have control both over their internal state and over their own
behaiour;3

(v) capade of exhibiting flexible problemsdving behaviour in pursuit of their design
objectives—they needto be both reactve (ableto repondin a timely fasion to
changeshatoccurin their ervironment)andreactie (ableto actin anticipationof
future goak) [60].

When adoptng an agentoriented view of the world, it soon becomespparentthat mog
problemsrequire or involve multiple agerts; to represei the decenralised nature of
the problem, the multiple loci of control, the multiple perspectives or the competing
interests[3]. Moreover, the agents will needto interactwith one arother, eitherto acheve
their individual objecivesor to managehe dependendas that enaue from being situated
in a commonenvironment[9,29]. Thes interacionscanvary from simple informaton
interchangesto requess for paricular acionsto be performedand on to cooperaion,
coordination and negotiation in order to arange interdependent actiities. In all of these
caseshowever, there are two points that qualitatively differertiateagent interactions from
those that occur in other compugaional modek. Firstly, agentoriented interactons are
conceptualied as taking place at the knowedge level [40]. Thatis, they are conceved
in terms of which goak should be followed, at what time, and by whom (cf. method
invocaton or funcion calls that operaé at a purely syntacic level). Secondy, asagens
are flexible problem solvers operaing in an environmentover which they have only
partial control and observability, interactions needto be handled in a similarly flexible

3 Having control over their own behaviour is one of the characteritics that distinguishes agentsfrom objects
[59]. Although objectsencapsilate state and behaiour (more accuratelybehaiour realisation) [2], they fail to
encapslate behaiour activation or actionchoice.Thus any objectcaninvoke ary publicly accesible methodon
ary otherobjectatary time. Oncethe methodis invoked, the corregpondingactionsareperformed. In this sens,
objectsare totally obedientto oneanotherand do not have autonony over their choiceof action.
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Fig. 1. Canonicalview of anagent-baed system

manner Thus agens needthe compugttionalapparatis to make run-ime decsionsabout
the natureand scopeof their interactionsandto initiate (andregpondto) interactionghat
were not foreeeenat desgn time (cf. the hard-wired engneerng of suchinteractonsin
extant approachés

In mog caes agensactto achieve objeciveseither onbehaf of individuak/companes
or aspart of some wider problem sdving initiative. Thus, when agents interact there is
typically some underphning organsational context betweenthem [14,19]. This context
definesthe nature of therelationship betweenthe agens (e.g.,they may be peersworking
togeter in a teamor one may be the managerof the other agens) and consquenty
influencestheir behaviour. Since agens make decsions about the nature and scope
of interactions at run time, it is imperative that this key shaping facta is taken into
account.Thus organistional relation$ips needto be repregnted explicitly. In mary
ca®s thee relationshipsaresubjectto ongoing changesocial interacton meansexisting
relationships evolve and new relations are creatd. This meansthe temporal extent of
relationships can also vary significanty, from jug long enoughto deliver a paricular
service once, to a permanentbond. To cope with this variety and dynamt, agent
reearcherdave: devised protocols that enabé organiationalgroupingsto beformedand
disbanded;specified mechansmsto ensire grouphngsacttogeterin a coherentfashion;
anddevelopedstructurego characterie themacrobehaviour of collectives(see[37,60]for
an overview).

Drawing the® pointstogeter (Fig. 1), the essential conceps of agentbasd computng
can be seento be: agens, high-level interactons and organisational relationships (see
[14,19,23]for broadly similar characerisatons.

3. Thecasefor an agent-based approach to software engineering

Probablythe mog compellingargumentthat could be made for adoptingan agent-
orientedapproachto sdtware development isto have asetof quantitative datathat showed,
onastandardset of softwaremetrics thesuperirity of the agentbasdapproachin terms
of productvity, software reliability, system maintainability etc.) over a rangeof other
technues However suchdata simply doesnotexist (asit does't for other conemporary
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methodsin software engneerng).* Hence the argumens for agentoriened software
engineefng must be qualitative in nature.

The structure of the argumert that will be used here is based on the sutability of
agentbasd technguesfor tackiing complex, realworld problemsandit hasthefollowing
broadform. On the one hand,thereare a numberof well-known technguesfor tackling
complexity in sdtware. Also the key characterstics of complex sdfitware systens are
(rea®mnabl) well undersood. On the other hand,the essential concep$ and notions of
the agentbasd paradgm have beenelucidated (Secion 2). Thus an argumentand an
evaluationcanbemadeby examiningthe degreeof matchbetweenthes two pergpectves
a high degree of matchwould be indicative of the suitability of the agent-basedapproach
whereas poordegreewould be indicative of its unauitability.

Before this match proces can commence,however, the techniquesfor tackling
complexity in sdftware needto be introduced Booch [2] identifies three such tools:

e Deconpostion: The mog badc techngue for tackiing large problemsis to divide
theminto smaller, moremanageablehunkseachof which canthenbe dealtwith in
relative isolation. This helpstacklecompleity becaueit limits the dedgner’s scope;
atary giveninstantonly a portion of the problemneedso be conddered.

e Abdraction: Theproces of definingasimplified modelof thesystemthatemphaises
some of the details or propertes, while suppresing others Again, this techngue
works becaug it limits the dedgner’s scopeof interes ata giventime. Attentioncan
be focused on the salient agecs of the problem, at the expen® of the less relevant
details.

e Organisation:® The proces of idenifying and managng the interrelationships
betweenthe variousproblemsolving componentsThe ability to specify andenact
organgational relat onghips helps desgnerstackle compkxity in two ways Firstly,
by enabing a numberof basc componerg to be groupedtogeter and treaed as
a higherlevel unit of analysis (e.g.,the individual componers of a subg/stem can
betreatdasa single coherentunit by the parentsystem). Secondy, by providing a
meanof de<ribing thehigh-level relationshipsbetveenvariousunits (e.g.,anumber
of componentsnay work togethercooperate)o provide a particularfunctionality).

Next, thecharacterigcs of complex systemsneedto beenumerate¢b3]:

e Complexity frequenty takes the form of a hierarchy That is, a system that is
compogdof interrelatedsubs/stems eachof whichisin turn hierarchicin structure,
until thelowed level of elementansubs/stemis reachedThe precie natureof thee
organgsationalrelat onshipsvariesbetveensubsg/stems however somegenerc forms

4 Software paradigns generally go throughthreemain phags. Firstly, early pioneersidentify a nev way of
doing things (baed on intuition and insight). Secondly individuals and organisationsthat are early adoptersof
leading-edgeechnologiesrecognie the potential (based on qualitatve argumentg and start to build systens
usng the new concepts Thirdly, the advocatedconceptsand knowledgeof their advantagegsometimesbacled
up by quantitatve data) becone more widegread and enter the maindream of software engineeing. At this
time, agent-orientedechniguesare firmly in pha® two, but oneof theaims of this paperis to start the movement
towards pha three.

5Booch [2] actually uses the term “hierarchy” for this final point. However, the more neutral term
“organisation” is preferred here.
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(suchas client-senver, peer team,etc.) canbeidenified. Thes relationshipsarenot
static: they oftenvary overtime.

e It is possible to distinguish betwveen the interactons anong subg/stems and the
interactions within subgystems The latter are both more frequent(typicaly at leas
anorderof magntudemore)and morepredctable thantheformer. This givesrise to
the view thatcomplex systemsare neatlly deconposable: subg/stemscanbe treated
almodg asif they areindependentdf oneanoher, but not quite, since thereare some
interacions betwveenthem. Moreover, althoughmary of thes interactons can be
predrted at desgn time, somesimply cannot

e Thechoiceof which componergin thesystemareprimitiveisrelatively arbitraryand
is definedby the observer'saims and objecives

e Hierarcht systemsevolve morequickly thannon-hierarche onesof comparabtsize.
In other words complex systemswill evolve from simple systems morerapidly if
there are stable intermediate forms, thanif there are not.

With thes two characteriationsin place,the precise form of thematchproces argument
in favour of agentbased softwareengineerng cannow be expresed:

e show that agent-oriented decanposition is an effectve way of partitioning the
problemspaceof a complex system(Secion 3.1);

e show thatthe key abgractionsof the agent-orientednindset are a naturalmeansof
modelng complex systems(Secion 3.2);

e show thatthe agentoriented philosophyfor deaing with organiationalrelatonsips
isappropréate for complex systems(Secion 3.3).

3.1. The merits of agent-orienteddecamposition

Theagentorientied approachadvocaiesdecompomg problemsin termsof aubnomous
agens that can engagen flexible, high-level interactons Conddering the aubnomous
natureof the problem solving entities first. Autonomy in this contet, meansthat the
problemsolvershave their own perdstentthreadof control(i.e., they are active) andthat
they decdefor themelves which acionsthey should performatwhattime. Decompoing
a problemin such a way aidsthe proces of engineeringcomplex systemsin two main
ways. Firstly, it is simply a natural represertation for complex systenms that are invariably
distributed(“all realsystensaredistibuted’ [22]) and thatinvariady have multiple loci of
contol (“real systemshavenotop” [42, p.47]).® Thisdecentraliation,in turn,reduceshe
system’scontol complexity andresultsin alowerdegreeof couping betweencomponerd.
Thefactthatagens areacive meanghey know for themselveswhenthey should be acing
andwhenthey should updat their state (cf. pasive object that needto be invoked by
same extemal ertity to do either). Such self-awarenessreducescontrol complexity since
the systen's control know-how is takenfrom a certralisedrepository and localisedinside
eachindividual problemsolving componentSecondly sincedecisonsaboutwhatactions
should be performedare devolved to autonomousentities selection canbe based on the

6 Indeedthe view that deconpostions basd uponfunctiongactiongprocesses are more intuitive andeaser to
producethan those based upon data/objectss even acknavledgedwithin the object-orientedcommunity [42,
p.44].
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local situation of the problemsolver. This enabkesselecion to be reponsveto theagents
actual state of affairs, rather than some extemal ertity’s perception of this state,” and
meanghattheagentcanattemptto achieveitsindividualobjeciveswithoutbeing forcedto
performpotentiallydistractingactionssmply becausthey arerequesedby someexternal
entity.

Moving onto the flexible nature of interactons The fact that agens make decsions
aboutthe nature and scope of interacionsat run-ime makesthe engineerig of complex
systems easer for two main rea®ns Firstly, the system’s inherentcomplity means
it is impossible to know a priori aboutall potenia links interactons will occur at
unpredctable times for unpredctable rea®ns betweenunpredéctable componens. For
this reasa, it is futile to try and predct or analyse all the possitilities at design-time.
Rather, it is more realigic to endav the componentsvith the ability to make decisons
aboutthe nature and scope of their interactons at run-time. From this, it follows that
componentsieedthe ability to initiate (andregondto) interactiondn a flexible manner
(see Sectim 5 for a discuwssian of the downside of this flexibility). Thus agents are
specificaly desgnedto deal with unanicipated requess and they can spontaneouby
generag¢requessfor asistancewheneserapproprate. Secondy, the problemof managng
contol relationshipsbetveenthe softwarecomponeng is significanty reducedseeabove
discussion). All agens are continuousy acive and ary coordinaion thatis requiredis
handedbotom-upthroughinter-agentinteracton. Thus theordering of the system’s top-
level goakis nolongersometing that hasto berigidly prexribedat desgntime. Rather,
it becomesometingthatis handedin a context-senstive mannerat run-me.

To illustrate how an agent-oriented stance affectsthe manner in which a problem is
decompoed,condder the doman of flexible manufcturing control and, in paricular, the
tak of producingindividually tailoredgoods(suchas carsbuilt accordingo a cugomers
specificaion) (Fig. 2). Themanufacuring proces involves a numberof basc pars (A, B
andC) thathave variousoperatons(O1 to Og) performeduponthemby variousmachnes
(M1 to Mg). Operatons may be performedon a single component(e.g.,O1 by M1 on
part A’s) or they may involve the joining of multiple parts to form a new composite (e.g.,
Os by M5 joins parts of type A and B). Someoperatonsmayfail (e.g.,0Os andO) and
congquenty will needto be redone.The end producs (P, to P,) are compogd of the
congituentcomponentsvith varioussequence®f operationgperformeduponthem.

Theindugry standardapproacto this problemis to devise a globalschedué, typically
covering oneday for the enire manufacturing proces. This indicaieswhen the various
pars should be releagdfrom their stores which machnesthey should be routedthrough,
andwhatoperatonsshould be performedat the variousmachnes The problemwith this
centalised and pre-plannedapproach however, is thatthe scheduk is rarely adheredto
in pracice: machnesandoperatonsfail andoperatonstake longerthanexpected.When
sweh distubancesoccu, the plant controller either has to initiate a costly rescheduling
exercise or use the out-of-date schedué as an approximate guide.

7 Recogniing the importanceof alowing decisons aboutaction executionto be based on local state, object-
orientedlanguagesuch as Eiffel allow the server to assert, and subsquentlytes, preconditionsthat needto be
edablishedbeforeoneof its routinescanbeinvoked [42].
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Fig. 2. Exenplar flexible manufcturingsystem

As a consequence of these difficulties, several organisations have deployed an agert-
oriented approach(see [7,44] for details of specific systemsg. In such systems each
manufcturedpartis repregntedby an autonomousagentthathasthe objective of getting
itself to the end of the manufcuring line, having had a specified set of operatons
performeduponit. Eachmachne is aso repregnted by an agent Such agens have the
objecive of maximising their throughputandthey do this by deciding what componerg
will beacceptedn whatorderandwhatoperationswill be performedat whattime. Thus
for a given part to have an operaton performeduponit, its agentmug negotiate with a
machie agentcapabé of performing thatoperaton. Componentagens repregning the
constituert parts of a composite item also needto coordinate their actions so they arrive
atjoining machinesat the sametime. Whencomponerg are joinedin this mannera new
organgsationalstructure repregning thecomposte is formed.

Thesucces of suchagent-orientedystems bothin termsof increagdthroughpuiand
greater robustnes to failure, canbe atributed to a numberof points. Firstly, repregnting
the componers and the machines as agens meansthe decsion making is much more
localised. It can,therefore pe moreregonsve to prevailing circumgances!f unexpected
evens occur agens have the autonomyand proactvenes to try alternaives Secondy,
becaus the schedulesare built up dynamicallythroughflexible interactionsthey can
readly be altered in the event of delays or unexpectd coningences. For exampk, if
one of the constituernt parts of a composite itemis delayed enroute to a synchrongation
point, it caninform the remainingteammembersTogetherthey canthenre-arrangdhe
meetirg time and adapt their individual behaviour accadingly. Thirdly, the explicitly
defined relationships betweenthe constituent parts of a composite item identify those
agentghatneedo coordinateheiractions Moreover,acomposte itemteamcanbetreated
asasingle concepual entity by machinesfurther on down the manufactuingline. This, in
turn,ea®stheschedulingtak by reducingthe numberof itemsthatneedto be consdered
during decision making.

3.2. Thesuitability of the agent-orientedabstractions

A significant part of any desgn proces is finding the right modek for viewing the
problem In gereral, there will be multiple cardidatesand the difficult taskis picking the
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mog appropréate one . Whenit comego desgning software,themod powerful abgracions
are those that minimise the senantic distarce between the units of amalysis that are
intuitively used to concepualisethe problem and the constructs preset in the sdution
paradgm.

In the case of complex systems the problemto be characterisd conssts of subg/stems
subg/stem components interactionsand organisational relationiips Taking eachin
turn:

e Thereis a clear and strong degree of correpondencebetween the notions of
subsystems and agent organisations. They both involve a number of constituernt
componentshatactandinteractaccordingo their role within thelargerenterpris.

e The suitability of viewing subs/stem componentss agentshasalreadybeenmade
(Secion 3.1).

e The interplay betweenthe subg/stems and betweentheir condituent components
is most naturally viewed in terms of high level scocial interactions. For instarce,
Booch[2] beagins his analysis of complex systemsfrom the following standpont:
“at ary given level of abstraction, we find mearingful collections of enrtities that
collaborak to acheve some higherlevel view” [2, p. 34]. This view and level of
abgractionaccordgrecigly with thetreatmenbf interactionaffordedby the agent-
orientedapproachAgentsystemsare invariably desribedin termsof “cooperaing to
achieve commonobjecives, “coordinaing their acions’ or “negotiating to relve
conflicts”.

e Complex systemsinvolve changhgwebsof relationshipsbetveentheir variouscom-
ponens. They also requre collecionsof componerd to be treaed asa single con-
ceptualunit whenviewed from a differentlevel of abgraction.On both levels the
agentorientedmindsetagan providessuitable abgracions A rich set of structuresis
typically availabe for explicitly represening and managing organisatianal relation-
ships(e.g.,roles[38], norms[10] andsocial laws[52]). Interacion protocolsexist for
forming new grouphgsanddisbandng unwanied ones(e.g.,[50,51]).Finally, struc-
turesare available for modelng collecives(e.g. joint intenions[30] andteamd56]).
The latterpoint is esgecially useful in relation to represening subsystems since they
arenothing morethanateamof componergworkingtogeherto acheve acollecive
goal

3.3. The needfor flexible management of changing organisational structures

Organisatianal constructsarefirst-classentitiesin agent systens. Thusexplicit represen
tationsaremadeof organisationalrelationshipsandstructures Moreover, agentbasd sys-
tems have the concomitant computational mechanisms for flexibly forming, maintaining
anddisbandngorgankiations In theflexible manufacturing scenaro, for exampk,individ-
ual part agens form themelves into ever more complex structuresasthey move through
the assenbly process.In this case,the part agents explicitly represen the other compo-
nents to which they will evertually be joined This orgarisational collective then negoti-
ates,as a single concepual ertity, with subsequent machine agents that needto perform
operatonsuponit. Similarly, if some partof the teamis delayedenroute to a synchroni
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sation rendezwus thenthe explicit organiationalmodelidentfiesthos agens thatneed
to re-coordinateheir actuities. Finally, if a congituentcomponentgentis degroyed or
ruinedin the manufacuring proces (e.g.,by a faulty machning operaton), thenthere-
mainingteammemberswill entera negotiation proces in order to find a replacement.
This organsational updatng is typical of the dynamt nature of groupingsin complkex
systems.

This repregntationapower enablesgent-orientedystemsto exploit two facetsof the
natre of compkx systems Firstly, the notion of a primitive componentanbevariedac-
cording to the needsf theobserver. Thusatonelevel, enire subg/stemscanbeviewedas
singletonsalternatively, teamsor collectionsof agentsanbeviewedasprimitive compo-
nens, andso on until the system eventualy botomsout. Secondy, such structuresprovide
avariety of stalle intermedateforms, that, as aread/ indicated are essetial for the rapd
developmert of complex systerns. Their availability mears individual agents or organi-
sational groupingscanbe developedin relative isolation and then addedinto the system
in anincremendl manner This, in turn, ensiresthereis a smooth growth in funcionat

ity.

4. Towardsthe softwar e engineering mainstream

Having madethe ca® thatan agentorienied approachis well suited to desgning and
building complex systems(Section3), thenext stepisto determinewvhetheiit will succeed
asa maingreamsoftware engineeringparadigm.This quesion is importantbecaus the
history of computingis littered with apparentlypromisng technologieghat were never
widely adoptedFortunately however, therearetwo compellingrea®nsfor believing that
agentbased techngueswill becomenidely adoped.Firstly, theagentbased approachcan
beviewedasa naturalnext stepin the evolution of awhole rangeof approache® software
engheerng.® Secondy, agentbasd technijuesare the ideal compuational model for
developing software for open,netwvorked systems (such as the Internef). Eachof these
issteswill now be dealtwith in turn.

A numberof trendsbecomeevident when examining the evolution of programmig
modek from assembly languagesto proceduraland structured programmig, to object
basd and dechratve programmig, onto componerware,desgn paterns andsoftware
architectureqsee, for example,[1]). Firstly, there has been an inexorable move from
languagesthat have their conceptial bass determined by the underying machne
archtecure, to languageghat have their key abgracionsrootedin the problem doman.
Here the agentorienied world view is perhapsthe mod natural way of characerising
mary typesof problem. Jug as the reatworld is popubkted with (pasive) object that
have operatonsperformedonthem,so it is equaly (if notmore)full of acive, purpogful

81t is not ervisaged that agent-baed approachesvill supplanttechniquessuch as object-orientationdesgn
patternsor component-vare. Rather agent-baed computing should be seen as providing a higher level of
computationalabgraction and this may, in turn, be realised through object-basd systens or in a conponent-
basd fasion.
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agentsthat interactto achieve their objectives ° Indeed,mary object-orientechanalyses
start from precisely this pergpectve: “we view the world as a set of autonomousagens
that collaborak to perform some higherlevel functon” [2, p. 17]. Secondy, the basc
building blocks of the programming modek exhibit increagng degreesof localisaton
andencapsilation [44]. Agentsfollow this trendby localisng purpo® insde eachagent,
by giving eachagentits own threadof control, and by encapsilating action selection.
Thirdly, everrichermechanimsfor promotingre-use are beingprovided.Here,the agent
view als reachesiew heights Ratherthan stoppingat re-us of subg/stem components
(desgn patterns and componertwvare)andrigidly preordanedinteractons (applicaion
frameworks), agens enabk whole subg/stems and flexible interacions to be re-usd.
In the former ca®e, agentdedgns and implementationsre re-used within and between
applcatons Consder, for exampk, the class of agentmodek that hasbeliefs (whatthe
agentknows), desres(whatthe agentwants) andintenions(whattheagentis doing) atits
core.SuchBelief-Desre-Intention(BDI) architecturefiave beenusedin awide variety of
applcaionsincluding air traffic control [39], proces control [30], simulation [47], fault
diagnoss [26], tranportation [5], and scientific datainterpretiion [17]. In thelatter cas,
flexible paternsof interacton suchas the ContractNet Protocol [12] (anagentwith atask
to completeadvertisesthis factto othersthatit believes are capable of performingit, these
agens may submit a bid to perform the taskif they are interested and the originator then
delegatkes the task to the agentthat makes the beg bid) and variousforms of resource-
allocaion auction (e.g.,English, Dutch, Vickrey) have beenre-usd in significantnumbers
of applicaions(see[8], for exampk). Thethird notion of re-ukisthatagensenablklegacy
(non-agentsoftware to be incorporaedin arelatively straightforward manner[35]. The
techngueusedisto placewrapping software aroundthe legacy code. Thewrappempresents
an agentinterfaceto the other software componerg and thus from the outside it looks
like any otheragent On theinside,the wrappemerformsa two-way trandation funcion:
taking extemal requestsfrom other agents and mapping theminto callsin the legacy code,
andtaking the legag/ codes external requets and mapping theminto the approprite set
of agent communication commands. This ability to wrap legacy systens mears agents
may initially be used as an integration technology However, as new requirementsare
uncovered,so begpoke agens maybedevelopedandaddedThisfeaureenabkesacomplex

9 Although thereare certainly similarities betweenobject- and agent-orientecapproachegeg., both adhere
to the principle of information hiding and recognig the importanceof interactiony thereare also a number of
importantdifferencesFirstly, objectsare generallypasive in nature:they needto be sent a message beforethey
becone active. Secondly althoughobjectsencapsilate state and behaiour realisation they do not encapslate
actionchoice(Section2). Thirdly, objecterientationfails to provide an adequateset of conceptsandmechanisns
for modelingcomplex systems: for such systens “we find that objects classes and modulesprovide an essential
yet inaufficient meansof abgtraction” [2, p. 34] Individual objectsrepreent too fine a granularity of behaiour
andmethodinvocationis too primitive a mechanis for de<cribing the typesof interactionsthat take place.As
hasareadybeenargued,agentswith their coarser level of granulaity andhigherlevel view of interaction are
eminently more suitable. Finally, object-orientedapproachesrovide only minimal supportfor specifying and
managingorganistional relation$ips (bascally relation$ips are definedby static inheritancehierarchies. In
recognitionof this fact, Hewitt andInman [24] introducedthe notion of ORGs into the basc Actor model. This
provided a number of inbuilt organistional structuresthat desgners could exploit during their developments
Gaser and Briot [20] also notesimilar limitationsof object-baed concurrenprogramming for modelingcomplex
social relationsips
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system to grow in an evolutionaryfashion (basd on stable intermedate formg, while
adherig to the important principle thatthereshould awaysbe a working version of the
systemavailable.In summary agentoriented technguesrepregnt anatural progresion of
currentsoftware engneerig thinking and,for thisrea®n, the main conceps andtenes of
theapproachshouldbe readilyacceptabléo maindreampractitioners

Turning now to the quegion of software modek for open,netvorked systems Such

systens are charactersedby the fact that there is no single controlling orgarnisation, by
the fact that the software repreents the intereds of a diverse rangeof stakehoders and
by the fact that there is condant change[19,23]. In such environmens, the dominant
sdtware model needs to be basedon synthesisor construction, rather thandecamposition
or reducton. Thus the “system” is simply the collecion of independethy developed
sdtware enrtities that are interacting with one another at any instart in time. From this
perpective,anumberof requirementsanbeplaceduponthe computationamodel:
(i) theindividua problemsdving entities needto be ale to actto acheve specified
objecives(i.e.,they mug beactive andaubnomousy;,
(i) theseentities must do so in a flexible mamer in order to cope with the inherent
uncertaintythey face(i.e.,they needto bereactive and proactve);

(i) the computational entities needto be caple of interacting with ertities that were
not foreeenat desgn time and in a mannerthat is approprite to their current
situation (i.e.,they mug be able to engagein flexible interactong; and

(iv) ary organisational relatonships that do exist betweenthe stakeholdersmug be
reflecedin the behaviourandacionsof the problemsolvers(i.e.,theorgansational
relation$ips needto be explicitly repregntedand taken into accountduring the
actionselectionproces).

In short, the desredcompuationalmodelneedso be agentbased.

5. Thedownside of an agent-based approach to software engineering

Having highlightedthe potenial benefts of agentbasd softwareengineerng (Sections
3 and 4), this secion seeksto pinpoint some of the concomtant drawbacks Here the
aim is to identfy and isolate those aspects of complex system developmens that are
mademoredifficult by adoptng an agentbasdapproachThus it doesnotaddres thos
difficulties that arise from engineeling large systens per se (e.g.,issues of performance
engineeringnd security), nor with those problemsthatare cau®d by thefactthatagent-
basedsystens are both distributedand concurrent, nor with the issiesthat arise as a result
of software having to maintain an ongoing interacion with a dynamt and unpredctable
ervironment[45]. Finally, the aim is to concentrateon issues that are intrindc to the
agentbasd philosophy(cf. the mary social and pragmaitc problemsoftenassociatedwith
developing systemsusing ary new technobgy [61]). Againg this backgroundthere are
two major drawbacksassociatedwith the very essenceof an agent-basdapproach:
o the paternsandthe outtomesof theinteracionsareinherenty unpredctable;
e predictingthe behaiour of the overall system based on its congituent components
is extremely difficult (sometimesimposside) becawse of the strong possihlity of
emegentbehaiour.
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Although the flexibility of agentinteractionshas mary advantageswhen it comesto
engineeringomplex systems the downdde is thatit leadsto unpredictabilityin the run-
time system. Asagensareautonomousthepaternsandthe effects of their interacionsare
uncertin. Firstly, agens decide at run-ime which of their objecivesrequre interacion
in a given context, which acquaintancesthey will interact with in order to realisethese
objecives and when thes interactons will occur Hence decisions aboutthe number
patern andtiming of interactonsdependon a complex interplay of the agents internal
state, the agents percepion of the ernvironment (perhapsincluding the state of its
acquantances, and the organiational context that exists when the decsion is made.
Combining thes multifariousfactorsmeansthatit is difficult to make predictionsabout
the system’s interactons Secondy, thereis a de-couping,andpotenialy a condgderabk
degreeof variability, betweernwhatoneagentfirst requess throughaninteractionand the
outcomethat eventally ensies Since agens have aubnomyover their own choices the
reques may be immedately honouredasit is, it may berefused completely, or it may be
modified throughsome form of social interchangeln short, in the generalcas, both the
naure (asimple requesversusa protraciednegotiation) andthe outcomeof aninteracion
cannotbedeerminedatthe onset

The secondsourceof unpredictabilityin agent-orientedystemsrelatesto the notion of
emegentbehaiour. It haslong beenrecognigd thatinteractve compostion—collections
of proceses (agent} actingside-by-sde andinteractingin whatever way they have been
desgnedto interact[43]—resaultsin behaiouralphenomenghatcannotbe deconsructed
solely in terms of the behaiour of the individual componens. That is, the whole is
often greater than the sum of the parts. Such ememgent behaviour is a conequenceof
theinteractionbetweencomponentsnd given their sophidicationand flexibility in agent
systems it is clear that the scope for unexpectedcollective behaviour is consderable.
In cettain situations (e.g., sccial simulations and market systerms) emergernce is not
necesarily abadthingsincetheensuingbehaiouris amoreaccuratenodelof theproblem
being addressedHowever, whenpredctahility is adesitade systemproperty, thenthe aim
is to minimiseits occurrence and impact.

Both of the aforementoneddrawbacksapply to thegenerakas of usinganagentbasd
approachHoweverin specific systemsand applicationsdesgnersareable to circumvent
thesedifficulties by using interaction protocols whose propertiescanbe formally analysed
(sometmes borroving technguessuch as mechansm dedgn from gametheory [48]),
by adopting rigid and preset organisational structures, and/or by limiting the nature
and the scope of the agentinterplay. In all of thee cass the aim is to reducethe
system’s unpredictability However thes redrictions also limit the power of the agent-
basd approachihus in orderto reaise its full potenial somelongerterm solutionsare
required.In particular a betterundersandingis neededof the impactof sociality and
organiationalcontext on an individuals behasiour andof the symbiotic link betweenthe
behaiourof the individualagens and that of the overall system.

One meansof tackling thee fundameral issuesis to follow an approachthat proved
succesful in elucidating the foundatonal principles and structuresof individual (ascia)
agens. Newell’s[40] knowledgedevel analysis providedthe seminal characerisation of in-
telligent agents—it stripped away implementation and application specific details to reveal
the core of asocial problemsolvers Sincetheaim hereis to do the samefor socia agens,
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Newell’sbasc approactappearsn obviouspoint of departire. Thusanew compuerlevel

needgo be defined(see [28] for detailsof the main argument3. This level canbe called
the social level [32]. It should sit immedately above the knowledgelevel and should pro-

videthe social principles and foundatonsfor agentbasdsystems The primarybeneft of

developing a social level degription is thatit enablesthe overall system’s behaiour and
key conceptial structuresto be studied withoutthe needto delve into theimplemenétion

detils of the individualagens or the specffics of particular interacion protocols [28,32].
Thuspredttion of thebehaiourof the social agensand of the overall systemcanbemade
more easily To this end, the next section preserts apreliminary vision of the sccial level.

6. A social level view

Thissectionpresentstheoutlineof aproposl for asocial level characteriationof agent-
basd systems (Table 1). This characerisation follows Newell’s basc nomencature for
specifying computersystemlevels.

Thesystam is the entity to be desciibed at that computer level. For the knowledge level
it is an (asccial) agent. For the social level it is anagent organisation; thatis, a callection
(or grouping) of agens thatarearrangedn variousrelationshipsto oneanoter.

The conponens are the primitive elemerts from which the systemis built up. For the
knowledgelevel, an agentis conceved of in termsof the goalsit hasto achiere and
the actions that it canperform in their pursuit. For the sccial level, anagernt organisation
congsts of four main componerd thattogeher repregntthe objecive bass uponwhich
the organisation functions. Firstly, there are the agens that go together to constitute
the organisation. Secondy, there are the various channe$ through which thes agens
can communcatk and interact with one anoher. Thee encompas both the underling

Tablel
Summary of the knowledgeandsocial levels
Dimension De<cription Knowledgelevel Social level
System Entity to bede<ribed (asocial) Agent Agentorganistion
Components Thesystem's primitive Gods, Agents,
elenents Actions Interactionchannels
Dependencies
Organistional relationsips
Conmpostionallav ~ How the conponentsare Various Roles
assenbled Organistion’s rules
Behaviour law How the systemi's Principle of Principle of
behaiour dependaiponits  rationality organistional rationality
conpostion & components
Medium The elementsto be Knowledge Organistion and social obligations
procesed to obtainthe Meansof influencingothers
desred behaviour Meansof changingorganistional

structures
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mecharsm (e.g., message pasing structures blackboardsystemsor the ervironmen}
aswell asthe content (e.g.,agentcommuncaion languagesnd the associated doman
ontologies. Thethird components the dependendsthatexist betveenthe agens.

Such dependenes can be bewweenthe objecivesthat the agens wish to achieve or
throughthe environments sharedresources|n either ca®, it is the conceptof dependence
that drivesthe agens to interactwith one anoter [9,29]. Finally, thereare the various
organgsationalrelat onshipsthat exist betweenthe agens. For exampk, theagens maybe
pees, competitors or situatedin a variety of authority relationships.

The conpostional laws define how the componens are assembled to form the system.
For the knowledgelevel, Newell simply statesthat an agents goalsand actionscanbe
arrangedn multifariousways. Forthesociallevel, theprimitive componentsre asembled
accordingto their roles within the system and the organisation’s rules Roles can be
undertalen by individual or multiple agentsandtheir purpo® is to definethe achievable
objecties to indicatethe ensiing organisationalrelation$ips betweenthe participants
to set the channed throughwhich interacton should occur, andto dictate the patterns
of interchangethat areapproprite [19,23,38].Accompaning the role definitionsarethe
organgation’srulesthatdefinetheconcomiant proceduresr the emeigentnormsin which
role enactmentakes place.Thus therulesspecify, anongotherthings which agentscan
adoptwhich rolesandunderwhattermsand conditions what should happenif rolesare
updaed/modified and how conflicts betweenroles should be handkd.

Thebehavour law specifieshow the system'’s behaviour dependsiponits compogion
and its componerg. For the knowledge level, the behaviour law is the principle of
rationality which simply statesthat if an agent has knowledge that one of its actions
will leadto one of its goals, then the agent will selectthat action [40]. For the social
level, the behaviour of the organisation dependsuponthe waysin which the roles are
enaced and the degree to which the organgation’s rules are adheredto. Thus this
organisatianal rationality indicateshow the callective will actwal behave in practice.For
exampk, the agens may well decde to follow their desgnatd/asignedrole in the
organgation and also to adhereto the organisation’s rules However, theremay equaly
be situations in which these constraints are deliberately violated Thus the notion of
organistionalrationalityindicatego whatdegreeandundernwhatcircumgancesheagents
will follow their organisaticna obligations. Since sccial interchange is an integral part
of arole’s specificatian, organisatianal rationality alsocovers sccial obligations between
the patticipating agents. Thus it definesthe situations in which agents may make sccial
commiment, whenthey can violate them, and what compenating acions should be
performedn such circumgances

The medium repreents the element that are procesed in order to obtain the desred
behaiour. For the knowledgelevel, an agentproceses knowledgein orderto attain its
goak. At the social level, organkationsproces threemain typesof elemens. Firstly, the
variousorganiational and social obligationsthat the agent enter into: either asa reault
of their organisationalrolegrelationshipsor asa conequencef the social interacionsin
which they engage Secondy, the variousmechamimsandstructuresthatare available for
the organisation’s componend to influencethe behaiour of oneanoher(enacedthrough
the interacton channes). Thes include,for example, negotiation techngues cooperaion
protocols, andcoordinaion modek. All of thes interactonscanbecharacerissdasmeans
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by which agensinfluenceoneanoter’s behaviour (in orderto manageheir repectve de-
pendenais). Thefinal elementto be procesed is the variousmeanghatare available for
changingor modifyi ng theorgansationalstructure. Thatis, the elemensthatare procesed
in order to createnew roles,to charge organisatiana rulesor to modify the prevailing or-
ganisatianal rationality.

At this stage,the aim of the social level characteriation is to provide a meansof
tackling the aforemenibnedfundamerdl dravbacksof the agentbasd approach While
it is highly likely that this de<ription will undego modificaion and refinementin the
light of experierce, it neverthelessprovidesaline of attackto theseissies.Moreover, the
core conceptscan be viewed as being relatively stable (see the evolution from [28] to
[32] andonto the currentproposl). To this end,the socia level aidsthe scienceof agent
basd compuing by providing a comprehenis'e modelfor specifying and undersanding
behaiour in agentbasd systems This contrads with the majority of the extant work
in this areathat typically concentrate®n a small fragmentof the overall picture. For
exampke, the BDI modek typicaly fail to incorporaé the influenceof organsational
structures on an agents behasiour and the organiational modek tend to neglect the
autonomyof the congituentagents A social level pergective aso aids the engineering
agectsof agent-baed systems By identifying the key congituentcomponentsand their
interrelationships the social level providesa sound bass for developing tools that can
supportthe developmentof agentbasd systems Moreover, social level modek provide a
bags for agentoriented analsis anddesgn. Indeed[62] follows preciely this approach;
preening a mehodobgy in which agentbasd systems are viewed as computtonal
organkationsthat aredefinedin termsof roles, interacionsandobligations

7. Discussion

Thispapehassoughtto justify theclaim thatagentbasdcomputng hasthe potenial to
significantly improve our ahility to model, design and build complex, distributed software
systens. In making this claim, aseriesof qualitativeargumentswere developed to highlig ht
the high degree of match between the requremens of complex system development
paradgmson the onehandandthe key conceps andnotionsof agentbasd computng
on the other. The secondclaim contained heren is that the agentbased approachwill
succeedas a maindreamsoftware engineeringparadigm.The bags for this belief is that
agentbasd computng is alogical evolution of a numberof contemporaryapproacheso
software engineeringand also becaus it is ideally suited to developingsoftware in truly
opensystems Againg this promise, theinherenunpredictabilityof agentinteractionand
the strong possilility of emergent behaviour wereidertified asinherent drawbacks. To help
provide along-erm meanf addresing these problems a social level characgrisation of
agentbasd systemswas advocaedasa promising point of departire.

Althoughthis paperhas concentated predomnanty on the pergecive of developing
compkx systems, agentbasd computng should not beviewedmerely asa goodsolution
technobgy. Rather; it should be seenin its broadercontext as a generalpurpog model of
compuation thatnaturaly encompases the major trendsin software. In particular, there
is aninexorablke move towards regarding distributed and concurrensystemsas the norm
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rather than the excepton, towards placing greaer onuson flexible interactons betveen
(independety developed)software systems andtowardsreflecing reatworld relation-

ships(i.e.,organisationalcontext) in compuer systems In short, the agentbasdapproach
should be regardedas the foundaton of the netvorked generaiton of compuer systems
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