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Abstract

Open answers in questionnaires contain valuable infoondhiat is very time-consuming to analyze manually. We presenethod for
hypothesis generation from questionnaires based on testecing. Text clustering is used interactively on the cgreswers, and the user
can explore the cluster contents. The exploration is guiyeautomatic evaluation of the clusters against a closedemnsgarded as a
categorization. This simplifies the process of selectintgrasting clusters. The user formulates a hypothesis fhemelation between
the cluster content and the closed answer categorizatierhawe applied our method on an open answer regarding ogmupatnpared
to a closed answer on smoking habits. With no prior knowlesfgemoking habits in different occupation groups we haveegated the
hypothesis that farmers smoke less than the average. Tlothiegis is supported by several separate surveys. Closae@denare easy
to analyze automatically but are restricted and may missaldé aspects. Open answers, on the other hand, fully esgteirdynamics
and diversity of possible outcomes. With our method the gge®f analyzing open answers becomes feasible.

1. Introduction increases the possibilities of conducting large popufatio

Questionnaires are an important source for new researé?f"‘_se_d studies |rr_1me_r_13ely, both W'th. respect 1o cost-
findings in many scientific disciplines, as well as for Com_efﬂmency and availability (Ekman and Litton, 2007).
mercial exploitation. They may contain both closed ended/Ve present a method for hypothesis generation using text
and open ended questions. The answers to these are callg§stering, involving human judgement in crucial steps.
closed and open answers, respectively. Closed answers af&€ method is applied to a large epidemiological question-
restricted to a fixed set of replies, while open answers ar8aire with promising results.

not. Statistical methods can be used to study closed answers

in large questionnaires. Open answers must be reviewed
manugallf P 2. Related Work

Oper_1 answers contain v_aluable and detailed informatioy,, .2 1son and Smalheiser (1997) describe a method for hy-
that is very time-consuming to analyze manually. I\/leth'pothesis generation by linking possibly related medidal li

ods for assisting the process of analyzing open answers Erature. Their method exploits existing literature in orde

questlonnalrgs are needed. Natural Language F’VOC?SS"&SJ discover previously unknown information and involves
tools could aid such processes, by enhancing the quality q]ser interaction

the methods and therefore also the end results. In the Scatter/Gather-system (Cutting et al., 1992) ciuste

In Text Mining methods for discovering new, previously ing is used as a tool for exploration of text sets. Clustexing

unknown information from large text sets are studied . .
are presented in a textual format and the user can interac-

(Hearst, 1999). One such method is text clustering, whici%. L
o ) ... tively choose to re-cluster parts of the result, homing in on
divides a set of texts into groups (clusters) of texts with,

similar content. As the content of clusters usually is diyer Interesting themes._
human investigation and interpretation is needed. The inJ0 our knowledge, little research has been performed on au-
vestigation can be aided by the clustering method in seviomatically revealing new information from open answers
eral ways. For clustering to be really useful both textuall? duéstionnaire data. Li and Yamanishi (2001) present a
and visual presentation of the clusters should allow the useméthod for analyzing open answers in questionnaires using
to explore the results, and interactively focus on inténgst  Ul€ analysis and correspondence analysis. They describe a
and intricate parts. few other systems, but information about these is not read-

Collecting large sets of demographic and lifestyle data sys'Y found- _ . . _
tematically is central for epidemiological studies. In {Ek Central to all exploration methods is human interaction.
man et al., 2006) the feasibility of using web-based quesExploration of unstructured information requiers human in
tionnaires is discussed. Moving towards e-epidemiologyerpretation.
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Figure 1: Infomat. 41 549 texts (rows) from the questiormaiesented in Section 4. clustered to 11 clusters (K-Means)
represented by 5 978 words (columns). Clusters are sefdrgtiénes. The text clusters are sorted according to smoking
purity, where those with the highest amount of smokers anedat the top. The texts in each cluster are sorted in order
of similarity to the cluster centroid. The words are clusttusing the algorithm of Figure 3. Within each word clusher t
words are sorted in order of weight in the correspondingdkgter centroid. A distinct diagonal is visible in the 1-bl
pattern as could be expected. (The opacity of each pixebiggstional to the sum of the weights of its matrix elements.)

3. Method lar (Rosell, 2007). It incorporates the ideas from the

We propose a method for hypothesis generation from opefcatter/Gather-system (Cutting et al., 1992), adding new

answers in questionnaires based on text clustering. Thignctionality. _ _ _ _
method could be described as follows: Infomat presents information stored in a matrix as a scat-

ter plot, where the opacity of each pixel is proportional to
the weight(s) of the corresponding matrix element(s). Here
2. ldentify interesting clusters texts are represented in the vector space model by a text-
by-word matrix, see Figure 1 for an example.
By sorting the rows (texts) and columns (words) in differ-
4. Formulate potential hypotheses ent ways hidden relationships between the objects may be
(posed as visual patterns. Since the rows and columns rep-
resent actual objects (texts and words), the visual pattern

1. Cluster the text set

3. Explore cluster contents

These steps should be repeated several times. For each r
etition different settings (text representation, differelus- X
are possible to comprehend.

tering algorithms, etc.) could be used. Any recurring hy- Linf . h . . in dif
potheses may be further studied, through literature studie! €Xtual information about the matrix can be obtained in dif-

Or New surveys. ferent ways. For instance the text(s) and word(s) of each

The proposed method is semi-automatic and can easily b@_xel are plr esenteqt\)/lv hen the cursor 'j movgd 0\(/jer the_ma—
applied using the Infomat tool (see Section 3.1.). User in{rix. Itis also possible to zoom in and out, in order to in-

teraction is a central part of the process. Human judgemerYtefs’t'gate Irl)arts or: the matrix Im morkt)a dﬁta”' See E'QU[G 2.
is required to draw relevant conclusions in each step. ~ nfomat allows the user to cluster both rows and columns.

The algorithm introduced in Figure 3 constructs a cluster-
3.1. The Infomat Tool ing of the words relative to a text clustering. An extensive
Infomat is a vector space visualization tool aimed at In-description of the content of a text cluster is given by the
formation Retrieval (IR) and text clustering in particu- combination of the visual patterns and the corresponding
relative word cluster. (Naturally, reading the actual $art
http://www.csc.kth.se/tcs/projects/infomat/infomat/ the clusters can provide further insights.)
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Figure 2: Infomat zoom example. A part of the picture in Fegr(centered around the second row and column clusters
from the bottom right corner) is shown in the Infomat main édw. ThePixel Infowindow to the left gives the matrix
elements (weight, text, word) that are represented by thed pidicated by the cursor. It also shows to which groupsr(al
rows and columns) the texts and words belong. The Swedist gé&nd means “a farm” andant could be translated to
“country”. There are several more words in the scroll list.

Input a text sett, In the context of clustering the quality measyecision
a set?y of all words appearing ift, (p) compares each clustéto each category in the cate-
a clustering of the text§T; }. gorization:
s
e For each text clustef;: Pij = f, (1)
(2
— calculate the centroid; wheren;; is the number of texts from categofyin clus-
— construct an empty corresponding word dlus- terz,.an(_jni is the number of tex.ts in clusteér From the
ter W dominating category we get thpaurity for each cluster:
; = i }. 2
e For each wordv € 20: pi m;ax{p”} 2)

The purity is a useful measure here as it is easy to under-

i ) S stand. This helps in formulating the hypothesis, see Sectio
— putw in Wy, ordered by its weight iff; 3.4.

— find T} with maximal weight forw

Output a clustering of the word§W; }. 3.3. Exploring Cluster Contents

One of the main challenges in text clustering is to describe
the contents of the clusters to a user. Other text cluster-
ing tools, Scatter/Gather (Cutting et al., 1992) for insign
usually only present a headline consisting of some of the
words with the highest weights in the cluster. However,
short cluster headlines only provide a partial descriptibn

A closed answer in a questionnaire may be viewed as a cathe cluster content, possibly omitting important chanacte
egorization, making it possible to measure clusterings ofstics.

open answers by ordinary clustering quality measures. Ifor each text cluster a corresponding relative word cluster
the categorization distribution (measured by a quality-meacreated by the algorithm in Figure 3 constitutes a cluster
sure) in a cluster differs significantly from the entire &t  description. It provides an extensive overview of the @ust
cluster is potentially interesting. Whether a categoraat content, which can be grasped through browsing with the
distribution in a cluster differs sufficiently must be judge |nfomat tool, as described in Section 3.1..

by the user and depends on the data set, the categorization,

etc. In Infomat the clusters can be sorted in order of quality3-4- Formulating Hypotheses

measure value, identifying the clusters with extreme \aluelf a cluster is deemed interesting, as described in Section
as the most interesting, see Figure 1 for an example. 3.2., a hypothesis can be formulated from the cluster con-

Figure 3:The Relative Clustering Algorithm

3.2. ldentifying Interesting Clusters



tent (Section 3.3.). It can be expressed as a relation batwee | Gender | Smoking

the content and the closed answer distribution in the clus- p | 0.52 (women)| 0.71 (non-smokers)
ter. A hypothesis that recurs over several method iteration
is worth investigating further.

Table 1: Gender and smoking purity for the entire set
3.5. Filtering Hypotheses

The generated hypotheses should be seen as starting points
for further analysis. Therefore the exact quality measure
values (in the identification of interesting clusters) ao¢ n
that important — it is the tendencies that matters. Furtherraple 2: The purity of smokers by gender for the entire set
the hypotheses might not be novel as they are constructed

solely from the investigated questionnaire. A domain ex-

pert can make well judged decisions on which tendenciest al., 2006) for a description of the contents and some find-
to further pursue. _ _ o ings that have come from it.
If the method produces an interesting hypothesis it can bghe registry is based on information from questionnaires
considered useful. Whether the hypotheses holds can onpntaining both closed and open answers. The combination
be determmed.throu.gh further studies on material seg@irateyf these provides a large set of valuable (medical, biolog-
from the questionnaire. ical, sociological, etc.) information. Manual treatmefit o
. this is slow and costly.
3.6. Method Extensions y . .

i The work presented here does not focus on revealing twin-
The method could be extended in several ways. In fact, thgpecific information. Instead, the text set is used as an ex-
more ways the data is processed (revealing the same relgqpje to show how questionnaire data can be exploited.
tions) the better. Several clusterings of rows and columns

using differ(_ent clustering a_lgori'Fhms can provide_insight 4.1. AnOpen Answer on Occupation
when combined. An especially interesting clustering tech-
nique, which is clearly related to the relative clusterihg a Between 1998 and 2002, all twins born in or before 1958

gorithm in Figure 3, igo-clusteringDhillon, 2001), where  Were asked, among other things, to describe their occupa-
text and word clusterings are constructed simultaneously. tion in a few words or sentences (in Swedish). The de-

In the identification of interesting clusters, other qualit Scribed occupation is either the last or the primary occupa-
measures, for instan@ntropy could be used. They could tion during the respondent’s lifetime. These answers pro-

be interesting as an aid in a general investigation of thee texvide a large set of texts with valuable but unaccessible in-

set. It is, however, harder to formulate a hypothesis usingormation.

more abstract and complex measures than purity.

Several closed answers could be used in the identificatiod.2. Representation of the Open Answer

of inFere_sting clusters, fc_>r in_stance by constructing a cat|, our experiments we have used the vector space model
egorization of th_e comblnatlo_n of them. If several openyiin tf+idf-weighting to represent the texts and the cosine
answers are available, clusterings of them could be used @geasure for calculating similarity between texts and clus-
well, considering any one of them a categorization. Furtherigors  After applying a stoplist, we split compounds using
the Infomat tool allows the user to view a second clusteringp,o spell checking progranmdva (Kann et al., 2001) and

or cqtegorization along b_oth rows gnd columns by coloringsgnduct lemmatization using the grammar checking pro-
matrix elements depending on which cluster/category theljram Granska In (Rosell, 2003) improvements in clus-

belong to. . . tering results on Swedish news texts using such techniques
As presented here, the method relies heavily on humag,q reported.

judgeme_nt. We believe this is unavoidable (and even d_eSirAfter preprocessing 41 549 texts remained, having on aver-
able). Still, perhaps a more automated process could aid t%e 10 different words (including compound parts). There

human further in making these judgements. For instanc ere only 5 978 different words in total and each word oc-
a predefined scheme of clusterings (and re-clusterings urred in on average 69 tefts

parts of clustering results) could be run. The results ¢he
could be presented in a condensed form, by for instanci 3. Closed Answers: Gender and Smoking
only displaying clusters that have been deemed sufficiently '
interesting automatically. This would make the identifica- The questionnaire has several closed answers regarding

| Women | Men
p | 0.75 (non-smokers) 0.65 (non-smokers)

tion of recurring relations more straightforward. smoking habits. We have constructed a categorization
where we definemokersas respondents that have smoked
4. Text Set: Questionnaire more than a year, ambn-smokerss all other. There are

12 244 smokers, thatis 71% are non-smokers. Table 1 gives
the smoking and gender purity for the entire set, and in Ta-
ble 2 the purity of smokers by gender is shown.

Karolinska Institutet (Swedish Medical University) admin
istrates The Swedish Twin Registrythe largest twin reg-
istry in the world, containing information about more than
140 000 twins. See (Lichtenstein et al., 2002; Lichtenstein

Shttp://www.nada.kth.se/theory/projects/granska/
2http://www.meb.ki.se/twinreg/index_en.html 4After removing words that only occur in one text.




Clusters Cluster A Cluster B Cluster C Cluster D

Words boss (chef) drive (kora) assistant (bitrade)| country (lant)
leader (ledare) chauffeur (chauffor) | care (vard) forest (skog)
personell (personal) car (bil) home (hem) farm (gard)
company (féretag) driver (forare) food (mat) cultivator (brukare)
work- (arbets) lorry- (lastbils) old (gammal) animal (djur)
task (uppgift) lorry (lastbil) cook (laga) agriculture (lantbruk)
administrative (administrativ)| truck (truck) help (hjélpa) agriculture (jordbruk)
lead (leda) taxi (taxi) service (tjanst) cow (ko)
project (projekt) load (lasta) sick (sjuk) worker (arbetare)
responsibility (ansvar) road carrier (akeri) | housing (boende)| works (bruk)

Number of texts 3747 2037 4083 2231

Number of words | 3358 2483 2706 2137

p(non-smokers) | 0.64 0.65 0.76 0.78

p(gender) 0.73 (men) 0.90 (men) 0.91 (women) 0.64 (men)

Table 3: Example text clusters from a clustering to 20 chssté the occupation answers. The two top and two bottom
clusters sorted in order of smoking purity. The words arehiighest ranked in the corresponding word clusters and have
been manually translated from Swedish. The sizes of thatektelative word clusters, as well as the smoking and gender
purity are also displayed.

5. Experiment C Care workers smoke less than the average.

We have applied our method on the questionnaire, de-
scribed in the previous section, using the Infomat tool with

the K-Means algorithm. The latter since it is fast, whichn the next section we try to assess hypothesis D, which
makes the waiting times quite acceptable and the exployas most consistent. The others may in part be explained

ration pleasant even on an ordinary home computer. by the gender distribution, see Tables 2 and 3, and should
We clustered the open answers regarding occupation sewe studied further.

eral times to different numbers of clusters. Each time westudying the text clusters in Table 3, compared to gender
also applied the relative clustering algorithm (see Figureegarded as a categorization, four other hypotheses could

3) to the words. An example clustering is given in Figurepe formulated. We leave it to the reader to assess the quality
1. We also compared each clustering to the closed answeyf these.

to identify interesting clusters as described in Sectié 3.
The text clusters of Figure 1 are sorted in order of purity of 6. Evaluation
smokers — the higher up in the picture the more smokers i

the cluster. (iupation groups we have generated a hypothesis indicating

We browsed the cluster contents as described in Section 3.1.

; . a'tendency that farmers smoke less than the average. In or-
In this particular example the cluster second from the bot- . : . o
o er to support or discard it thorough investigations and/or

tom caught our eye: it has a low percentage of smokers, i : L
. . surveys should be performed. Lacking such possibilities,
is small and seemed to be coherent. In Figure 2 we have . . -
. . . . we have tried to find existing comparable surveys on smok-
zoomed in on this cluster (and its relative cluster). After.

further browsing at this level we became convinced that ing habits (after formulating the hypothesis).

: . . urveys differ in what they cover, both population sample
substantial part of the answers described occupations re- . X . v
: . and questionnaire formulation. The definition ofrmoker
lated to farming. Hence, we formulated a potential hypoth- .
) . ' may vary between surveys. Also, there exist many catego-
esis, a relation between the open and closed answer: farm- .. | AN
rization systems for occupations, many of them differing in
ers smoke less than the average.

We repeated the steps of our method several times and o pecificity and structure.

served the same relation in many of the iterations. Table he questionnaire we have derived our hypothesis from is

. : . described in Section 4.. We have found the following com-
3 gives a textual presentation of another clustering, where

Cluster Dfurther supports this discovery. parable surveys:

After only a few hoursof exploration, concentratingonthe ¢ 3 Swedish survey by Statistics Sweden (SCB, 2006)
most interesting clusters, we have formulated the follgwin

four hypotheses. They correspond well to the four clusters e two U.S.A. surveys (Lee et al., 2004; Lee et al., 2007)
presented in textual form in Table 3.

D Farmers smoke less than the average.

With no prior knowledge of smoking habits in different oc-

e a European survey (McCurdy et al., 2003)
A People working in leadership positions smoke more
than the average. e an Australian survey (Smith and Leggat, 2007)

B People working in the transportation industry smokeThe most comparable survey is the one made by Statistics
more than the average. Swedefi (SCB), as it is conducted on the Swedish popu-
lation. SCB is the central government authority for offi-
SNaturally, the amount of time can differ significantly degen ~ Cial statistics in Sweden. They provide general population
ing on the questionnaire and the purpose of the investigalibe  statistics.
experiment demonstrates that interesting results can taéneld
within a reasonable time. Shttp://www.scb.se
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