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ABSTRACT

Access to information is fundamental in health care. Today, with electronic documentation
possibilities, techniques for automatic extraction of information from written documenta-
tion are used daily in many areas. However, in the clinical setting, written documentation is
still unattainable for improving health care from many perspectives. For Swedish, research
for improving automatic information access from medical records is still scarce. This thesis
presents research on Swedish medical records with the overall goal of building intelligent
information access tools that can aid health personnel, researchers and other professions in
their daily work, and, ultimately, improve health care in general.

First, the issue of ethics and identifiable information in medical records is addressed by
creating an annotated gold standard corpus for de-identification, and by porting an existing
de-identification software to Swedish from English. The aim is to move towards making
textual resources that do not risk exposure of an individual patient’s information available
to researchers. Results for the ported rule-based system are not encouraging, but the
Inter-Annotator Agreement results for the created gold standard are fairly high.

Second, in order to be able to build accurate information extraction tools, distinguishing
affirmed, uncertain and negated information is crucial. Certainty level annotation models
are created and analyzed, with the aim of building automated systems. One model
distinguishes certain and uncertain expressions on a sentence level, and is applied on
medical documentation from several clinical departments. Differences between clinical
practices are also studied. More fine-grained certainty level distinctions are presented in
a second model, with two polarities along with three levels of certainty, and is applied on
a diagnostic statement level from an emergency department. Overall agreement results
for both models are promising, but differences are seen depending on clinical practice,
the definition of the annotation task and the level of domain expertise among the annotators.

Third, using annotated resources for automatic classification of certainty levels is studied
by employing machine learning techniques. Encouraging overall results using local context
information are obtained. The fine-grained certainty level model is also used for building
classifiers for coarser-grained, real-world e-health scenarios, showing that fine-grained
annotations can be used for several e-health scenario tasks.

This thesis contributes two annotation models of certainty and one of identifiable infor-
mation, applied on Swedish medical records. One of the certainty level models has been
successfully applied for building automatic classifiers. Moreover, a deeper understanding of
the language use linked to conveying certainty levels in Swedish medical records is gained.
Three annotated corpora that can be used for further research have been created, and the
implications for automated systems are presented.
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SAMMANFATTNING

Tillgång till information är centralt inom hälsovården. Tekniker för automatisk extraktion
av fakta ur skriftlig dokumentation används dagligen i många områden. Inom hälsovården
är dock skriven dokumentation fortfarande oåtkomlig för att förbättra hälsovården utifrån
flera perspektiv. Forskning på förbättrad automatisk informationsåtkomst för svenska är
fortfarande knapp. Denna avhandling presenterar forskning på svenska kliniska texter
med det övergripande målet att bygga intelligenta informationsåtkomstverktyg som kan
assistera hälsovårdspersonal, forskare och andra yrkesutövare i deras dagliga arbete, och, i
längden, förbättra hälsovården i stort.

Problemet etik och identifierbar information i elektroniska patientjournaler behandlas
genom skapandet av en annoterad guldstandard för avidentifiering och översättandet av en
existerande programvara för automatisk avidentifiering till svenska från engelska. Målet är
att tillgängliggöra textresurser som inte riskerar exponering av en patients sekretessbelagda
information för vidare forskning. Att översätta en existerande regelbaserad programvara
från engelska till svenska ger inte önskvärda resultat, men den manuellt skapade guldstan-
darden resulterar i en tillförlitlig korpus.

För att kunna bygga intelligenta informationsextraktionstekniker behöver säker, osäker och
negerad information skiljas åt. Annoteringsmodeller för osäkerhet skapas och analyseras,
med målet att bygga automatiska system. En modell skiljer mellan säker och osäker
information på meningsnivå, och appliceras på klinisk dokumentation från flera medicinska
kliniker. Skillnader mellan olika typer av kliniker studeras också. En mer finfördelad
modell presenteras i en andra modell, där osäkerhet modelleras i två polariteter tillsammans
med tre nivåer av säkerhet, och annoteras på diagnosnivå från en medicinsk akutklinik.
Övergripande resultat är lovande, men skillnader uppmärksammas beroende på kliniktyp,
definitionen av annoteringsuppgiften och nivån av domänexpertis hos annoterarna.

Slutligen studeras användandet av annoterade textresurser för automatisk klassificer-
ing. Lovande resultat uppnås då lokal kontextinformation används. Den finfördelade
osäkerhetsmodellen används också för att bygga klassificerare för e-hälsoscenarier som
kräver grövre säkerhetsindelning, där det visar sig att en finfördelad annoteringsmodell
framgångsrikt kan användas för flera e-hälsoscenarier.

Denna avhandling resulterar i två annoteringsmodeller för osäkerhet och en för identifier-
bar information, applicerat på svensk klinisk text. En av säkerhetsmodellerna används
framgångsrikt för att bygga automatiska klassificerare. Dessutom uppnås en djupare kun-
skap om språket som används för att förmedla osäkerhet i svensk klinisk text. Tre an-
noterade textresurser som kan användas för vidare forskning skapas, och implikationer för
utvecklandet av automatiska system presenteras.
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CHAPTER 1

INTRODUCTION

Consider the following health care scenarios:

• A hospital administrator is working on identifying conditions or events that
have happened to patients in a large hospital, that endanger their safety. Such
cases, for instance hospital acquired infections, are called adverse events.
All cases of adverse events need to be scrutinized, no misses can be made.
To find these events, all relevant medical records in the hospital medical
record system need to be analyzed. This means a huge amount of documen-
tation. How is she to find these records?

• A patient is experiencing pain after operation. Pain medication is prescribed
by the responsible clinician, allowing for extra dosage if necessary. Several
nurses are taking care of the patient. Each gives extra pain medication and
documents this, along with pain observations, in the medical record. Over
time, it is obvious that the basic pain medication is insufficient and should be
changed, as evidenced by the extra dosages and the pain observations. This
is, however, missed by the physician, as the amount of documentation is
immense, and hence the patient receives inadequate medication. How could
such misses be avoided?

• A physician meets a new patient. Along with hearing the patient’s de-
scription about her symptoms and problems, the clinician needs to get an
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overview of the previous medical history of the patient, which has been doc-
umented in the medical record. The amount of documentation is gigantic,
and she needs to read through hundreds of pages of documentation. How
could she be helped in this situation?

These scenarios reflect different aspects of the very complex reality of health care.
There are different types of professions, different information needs, and, cur-
rently, different ways of supporting these scenarios. What they all have in common
is, at least, the fact that the content of the medical record is an essential component
for an automated system to ease, or support, the already heavy workload in the
daily work.

Health care is complex. Clinicians, nurses and other health care professionals are
faced with numerous problems and situations every day and need to make deci-
sions based on different types of information at hand, such as the patient’s descrip-
tion of her symptoms, the patient’s previous medical history, and information from
colleagues. This information comes in different forms: verbally, written, through
images, etc. Subsequent decisions, reasoning and actions are documented, in order
to ensure good quality of care.

Currently, there are many techniques in the natural language processing and infor-
mation retrieval research communities that work well for supporting information
needs in different ways. Search engines are a clear example of successful solutions
for meeting certain kinds of information needs, that are used by many on a daily
basis, both for professional and private use. There are also mature techniques for
extracting more specific information from narratives, such as named entities, e.g.,
person names, times, and quantities (see Chapter 2 for further details).

However, most such techniques do not take an important issue into account: for
certain information needs it is important to ensure the highest possible level of
relevance to the resulting extracted information. Medical records contain a large
amount of reasoning and decisions based on insecure information. It is not always
clear what a patient suffers from, and this uncertainty is reflected in the medical
record. Moreover, in order to ensure that relevant information is extracted, cases
of negation and speculation should be distinguished from affirmed cases.

In the example scenarios above, for instance, the hospital administrator could get
support from an automatic system that extracts all relevant medical records, mean-
ing that only clearly negated cases are excluded. The clinician who misses to take
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action on the insufficient pain medication could get support from a system that
automatically alerts her when a threshold is reached based on information written
in the record. The clinician who needs to sift through extensive amounts of doc-
umentation to understand a patient’s medical history could be aided by a system
where an overview is given, listing all affirmed, suspected and excluded conditions
separately.

1.1 RESEARCH PROBLEM, AIM AND GOAL

How can information extraction from medical records be improved for different in-
formation needs? In particular, how can such techniques be developed for Swedish
medical records?

The problem is that, although there are information extraction techniques devel-
oped for handling expressions of uncertainty and negation, i.e. distinguish affir-
mations, negations and speculations, for some languages, predominantly English,
none exist for Swedish. This leads to problematic information extraction results.
Specifically, little is known about how uncertainties are expressed in Swedish med-
ical records, knowledge that is needed for building automated tools. Moreover, it
is difficult to perform research on medical records as they contain private informa-
tion about patients, whose integrity needs to be ensured.

The aims are to 1) move towards making medical records (in Swedish) available
for further research by creating a de-identified corpus of Swedish medical records,
and, in particular, 2) to provide a description of how certainty levels, i.e. affirmed,
speculated and negated information, are expressed in Swedish medical records,
create models and corpora that capture this, and build classifiers that distinguish
them, for different information needs.

The long-term goal is to build better information extraction systems that can aid
clinicians, researchers and other professions in their daily work, and, in this way,
improve health care in general.
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1.1.1 RESEARCH QUESTIONS

Based on the research problem and aims, the following research questions are
addressed:

Making Medical Records Available for Further Research (Paper I)

• How can a de-identified corpus of Swedish medical records be created?

• Can an existing de-identification tool built for English be ported to handle
Swedish medical records?

Certainty Levels in Swedish Medical Records

• How is medical uncertainty expressed in medical records (in Swedish):

– on a sentence level? (Papers II and III)

– on a diagnostic statement level? (Paper IV)

• How can a corpus annotated for uncertainty on a diagnostic statement level
be used for automatic classification of uncertainty levels? (Paper V)

• How can a corpus annotated for uncertainty on a diagnostic statement level
be used for automatic classification of different information needs (i.e. real-
world scenarios)? (Paper VI)

1.1.2 EXPECTED RESULTS

To answer the research questions, a corpus, i.e. a collection of representative doc-
uments, annotated for, in this case, either identifiable information or uncertainty
at a sentence and a diagnostic statement level, is needed. In order to create an-
notated corpora, an annotation model, as well as guidelines with instructions for
how the model is to be applied on the documents, is required. A number of an-
notators is needed, in order to evaluate and measure the reliability of the resulting
corpus. This measure is ideally as high as possible, meaning that the annotators
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agree on the assigned annotations to the highest extent possible. A corpus with
high annotator agreement can subsequently be used for a) corpus analysis, and b)
building, training and evaluating an automatic classifier that is, in the ideal case,
able to mimic human performance. Methods for achieving this along with success
criteria are further discussed in Chapter 3.

For the research questions stated in the previous section, the expected results thus
are:

• A corpus of Swedish medical records annotated for identifiable information

• A feasibility study of automatic de-identification of Swedish medical
records

• A corpus annotated for sentence level uncertainty expressions

• A corpus annotated for diagnostic statement level uncertainty

• A feasibility study of automatic classification of diagnostic statement level
uncertainty

• A feasibility study of automatic classification of diagnostic statement level
uncertainty for different e-health scenarios

1.1.3 CONTRIBUTIONS

The main contributions along with the research process in this thesis are shown in
Figure 1.1.

Three annotation models and guidelines are created iteratively, after which the
corpus creation is performed by annotators who are assigned to annotate represen-
tative documents. Three annotated corpora are created; the Stockholm EPR PHI
Corpus, the Stockholm EPR Sentence Uncertainty Corpus and the Stockholm EPR
Diagnosis Uncertainty Corpus. These are, in turn, used for either corpus anal-
ysis or automatic classification, or both. These corpora can be used for further
research1.

1Provided that proper ethical approval is obtained.
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Figure 1.1: Overview: research process and contributions. By creating an annotation
model along with guidelines three annotated corpora are created: the Stockholm EPR
PHI Corpus, the Stockholm EPR Sentence Uncertainty Corpus, and the Stockholm EPR
Diagnosis Uncertainty Corpus. These are used for corpus analysis and/or automatic
classification.

A deeper understanding of the language use linked to conveying certainty levels
in Swedish medical records is obtained through corpus analysis of the Stockholm
EPR Sentence Uncertainty Corpus and the Stockholm EPR Diagnosis Uncertainty
Corpus. Moreover, the feasibility studies of building automatic classifiers for cer-
tainty level classification using the Stockholm EPR Diagnosis Uncertainty Corpus
show promising results.
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1.2 RESEARCH FRAMEWORK, STRATEGY AND PRO-
CESS

This research is interdisciplinary and draws on several research traditions: com-
puter science, linguistics, information science and health care (all of which, in turn,
are somewhat interdisciplinary in themselves). On a logical level, the underlying
research theory is inductive. There is no predefined hypothesis to be tested and
falsified, instead, we build theories based on empirical data. The type of research
is both exploratory and descriptive. It is exploratory since we want to discover
relevant features and characteristics, and descriptive as we want to understand and
describe these problems.

The research methods are mainly quantitative. However, in order to gain a deeper
understanding of the studied phenomena, qualitative methods are also used for
parts of the steps taken. Hence, the much debated dichotomy between quantitative
and qualitative research paradigms, and, in particular, the philosophical assump-
tions traditionally assigned to these, ought to be addressed. Commonly, quanti-
tative research belongs to the positivist philosophical tradition, while qualitative
research, on the other hand, traditionally belongs to an ’anti-positivist’ (most often
an interpretive or social constructionist) tradition. In recent years, this dichotomy
has been challenged (e.g. Mingers (2001) and Kaplan & Duchon (1988)), and
pluralist approaches have been advocated. Pluralism, as defined and proposed in
Mingers (2001), means that multi-method research is preferred, and that consider-
ation should be given to different dimensions when designing a research project –
real situations, social, material dimensions, as well as the research context.

Moreover, pragmatism has been suggested as a viable option, where scientific in-
terpretations must make sense practically, and actions are a central unit of analysis
(see, e.g. Goldkuhl (2004), Johnson & Onwuegbuzie (2004) and Hevner & Chat-
terjee (2010)). This is the primary influence of the conducted research, where a
pluralist approach is taken. The overall goal is to build better information extrac-
tion systems that are useful in practical settings.

This stance is closely related to the design science framework2. In design sci-
ence, ’designing new and innovative artifacts’ (Hevner et al., 2004) is in focus.

2Whether design science is to be considered a research method or a general research paradigm is
subject to some debate (see, e.g. Wayne (2010)). Here, the latter is advocated.
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’It seeks to create innovations that define the ideas, practices, technical capabili-
ties, and products through which the analysis, design, implementation, and use of
information systems can be effectively and efficiently accomplished’ (Hevner &
Chatterjee, 2010).

In design science, three research cycles are defined: the relevance cycle, the rigor
cycle and the design cycle (Hevner & Chatterjee, 2010). In the design cycle, the
construction of the artifact(s), evaluation and subsequent feedback to refine the de-
sign is performed iteratively. The artifacts created in this work are three annotated
corpora: the Stockholm EPR PHI Corpus (Paper I), the Stockholm EPR Sentence
Uncertainty Corpus (Papers II and III), and the Stockholm EPR Diagnosis Un-
certainty Corpus (Paper IV), see Figure 1.1. Moreover, automatic classifiers are
built: for de-identification (Paper I) and for automatic classification of diagnostic
statement level certainty, the latter in different variants (Papers V and VI). The
annotated corpora (i.e. reference standards) are evaluated through inter-annotator
agreement measures, and the classification results are evaluated against reference
standards, see Chapter 3.

In the rigor cycle, past knowledge is provided and form the foundation to the re-
search project to ensure that the produced results are research contributions and
not ’routine designs’ (Hevner & Chatterjee, 2010), and, through that, assert the re-
search project’s innovation. Here, appropriate theories and methods are to be used
for constructing and evaluating the artifact(s). These are described in Chapters 2
and 3.

Finally, in the relevance cycle, an application context is to be defined, providing
the requirements for the research as well as the acceptance criteria for evaluation of
the research results. Here, the application context is positioned in the health care
environment, and, more specifically, in addressing information extraction needs
from Swedish medical records. However, an important part of the relevance cycle
is also that the resulting artifacts are supposed to be returned into the application
domain for utility and field testing. This latter part has not been performed in the
presented work, and is left for future development.

One important aspect included in the design science framework is the dissemina-
tion of research results to different types of audiences. The research presented here
has been published and presented both to a natural language processing commu-
nity (Papers II, III, V and VI) and a medical informatics community (Papers I and
IV).
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Further details on the steps taken, motivations and limitations are presented in
Chapter 3 (Method).

1.3 THESIS OUTLINE

This thesis is organized in six chapters. The Introduction chapter positions the
research and states the problem, aim and goal, together with the overall research
framework. The following chapters form a summary and foundation of the con-
ducted research that is based on the six published articles included in Chapter 6.

The second chapter, Background, provides an overview over the relevant concepts
that this research is based on. It also gives an account of related, relevant research
on information extraction from medical records, modeling language and building
classifiers, and, more specifically, approaches taken for the two main tasks ad-
dressed in this thesis: de-identification and certainty level identification of medical
records.

Chapter 3, Method, details the method choices taken for the necessary steps in the
conducted research along with limitations and a discussion on ethical issues, and
Chapter 4, Results, gives an account of the obtained results for the different steps.
In the concluding chapter, Chapter 5, contributions, conclusions, lessons learned
and possible ways forward are elaborated.
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CHAPTER 2

BACKGROUND

This chapter describes the larger research setting in which this research is posi-
tioned. First, the nature of medical records and their context is described, along
with approaches taken for extracting information from such documents, as well as
approaches taken for extracting information from other types of documents. Sec-
ond, research on building corpora for language modeling is discussed. Third, gen-
eral approaches for automatic classification of textual content is briefly accounted
for. Finally, and more specifically, approaches for de-identification and uncertainty
modeling is presented.

2.1 MEDICAL RECORDS AND INFORMATION EX-
TRACTION

The history of documenting encounters in hospital settings is long, in Sweden
the first systematic documentation started in 1752 (Nilsson, 2007). The internal
content of the medical record can be structured in different ways, e.g. ’source-
oriented’, ’problem-oriented’ and ’time-oriented’ (Tange, 1996). In the ’source-
oriented’ medical record, data is grouped in a hierarchy of categories originating
from the source of the medical data, e.g. laboratory results, which, in turn are orga-
nized into sub-categories. The ’time-oriented’ medical record is two-dimensional,
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enabling a presentation of both the type of data and time - with an emphasis on
the importance of using time as the universal organizing principle. Finally, in the
’problem-oriented’ medical record, the first organizing principle is the partitioning
per problem, i.e. grouping observations for each problem the patient suffers from.
The second principle is to organize each section according to the physician’s way
of thinking (Tange, 1996). Electronic health record systems were developed with
the advances of technology, motivated by the need for efficiency and rationality
in medical care systems, and introduced in, e.g. the U.S and Sweden in the early
1990s (Petersson & Rydmark, 1996).

Building electronic health record systems requires careful consideration of many
different parameters: the users, the hospital administration, laws and regulations,
consistency, interoperability and follow-up capabilities. Whether or not docu-
mented information is to be structured (i.e. belong to predefined vocabularies,
terminologies and/or numerical values) or unstructured (i.e. written in free-text) is
subject to much debate. The advantages of moving towards structured entries are,
among others, the possibilities of ensuring consistent and measurable documenta-
tion, and the availability of statistical software that can automatically analyze this
type of data. However, it has been showed that adding and enforcing structured
information leads to an increased workload and errors in the health care process
(Suominen, 2009). Moreover, an important aspect is lost with such a solution: the
possibilities of nuanced and detailed information exchange (Lovis et al., 2000) and
support for individualized care (Tange (1996) and Tange et al. (1997)).

Although there are numerous electronic health record systems on the market, both
internationally and nationally in Sweden1, none of them are designed without ca-
pabilities of documenting in free-text. It is estimated that free-text constitutes
around 40% of the documented information (Dalianis et al., 2009), which means
that there is a large amount of free-text information, along with structured data,
that could be used for information extraction.

Techniques for information extraction from text are constantly refined and devel-
oped in the natural language processing research community. Information ex-
traction techniques extract specific, predefined types of information from text,

1There are at least three different systems used throughout Sweden: Take-
Care (http://www.cgmtakecare.com/, Accessed January 19, 2012), Mellior
(http://www.nwe.siemens.com/sweden/internet/se/Healthcare/IT-losningar/Melior/Pages/Melior.aspx
(in Swedish), Accessed January 19, 2012) and Cambio (http://www.cambio.se/ (in Swedish), Accessed
January 19, 2012).
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whereas, e.g. information retrieval techniques extract relevant documents, and text
mining techniques extract new, previously unknown information, see for instance
Jurafsky & Martin (2009), Baeza-Yates & Ribeiro-Neto (2011), and Feldman &
Sanger (2007) for further details on definitions, techniques and applications. In
the clinical domain, it is recognized that general language solutions are not suffi-
cient to ensure good performance. Medical records are noisy, they contain a large
amount of medical jargon, domain-specific and ad hoc abbreviations, misspellings
and ill-formed syntax (Campbell & Johnson (2001), Meystre et al. (2008), Savova
et al. (2010), Dalianis et al. (2009)).

In general, there are two main approaches for building automatic information ex-
traction systems: those that rely on rules in some more or less complex form (from
simple pattern matching to symbolic modeling) and those that rely on statistical
methods and machine learning (Meystre et al., 2008). Rule-based systems differ
from machine learning methods as they are not dependent on training data for the
model creation. Machine learning is a vivid research area in itself and is applied
both on textual and structured data. Two broad approaches taken in machine learn-
ing techniques are supervised learning, where the task is to learn a mapping from a
known input to a desired output by following an automated learning algorithm, and
unsupervised learning, where there is only input data and the aim is to find regu-
larities in the data (see, e.g. Alpaydin (2010) for an overview of machine learning
approaches, and Jurafsky & Martin (2009) for applications and approaches in nat-
ural language processing).

For English, there are several systems developed for information extraction from
medical records. The MedLEE system is a rule-based system built for automated
decision support and to facilitate information access at the Columbia-Presbyterian
Medical Center (CPMC) (Friedman et al. (1994), Friedman et al. (1995), Friedman
(1997), Friedman et al. (2004) and Mendonca et al. (2005)). The Mayo clinical
Text Analysis and Knowledge Extraction System (cTAKES) is a system built at
the Mayo clinic in Minnesota, USA, that has been applied to practical tasks such
as ascertaining cardivascular risk factors and treatment classification (Savova et al.,
2010). This system is released open-source as a part of the Open Health Natural
Language Processing Consortium (OHNLP, 2012).

Research on medical records written in languages other than English is more
scarce. For Finnish, research on clinical information access has been performed,
including tasks such as topic segmentation from nursing narratives (Suominen,
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2009). For French, techniques for improving spelling corrections (Ruch et al.,
2003), creating medical lexicons (Cartoni & Zweigenbaum, 2010), and detecting
risk patterns related to hospital acquired infections (Proux et al., 2009) have been
proposed, for example. Within the EVTIMA project2, research on Bulgarian pa-
tient records is performed, including tasks such as correlations in patient status
data (Boytcheva et al., 2009) and structuring status descriptions (Boytcheva et al.,
2010).

2.2 MODELING LANGUAGE: THE CASE OF COR-
PORA AND ANNOTATIONS

Research in natural language processing often requires empirical data. Collec-
tions of documents (corpora) marked with linguistic attributes serve as reference
(or gold) standards. Linguistic attributes that are modeled include part-of-speech,
syntax, semantic roles, etc. The marking (or annotation) can be performed either
manually, semi-automatically or fully automatically. Reference standards are used
to evaluate automatic systems, for training machine learning applications, and also
for performing quantitative, descriptive language studies (Craggs & Wood, 2005).
"’Linguistic annotation’ covers any descriptive or analytic notations applied to raw
language data" (quote from Bird & Liberman (2001)). Manual annotations are of-
ten needed for complicated knowledge representations.

The Penn Treebank (Marcus et al., 1994) is a large corpus containing part-of-
speech tags and syntactic information. PropBank is built on top of the Penn Tree-
Bank and contains annotations of semantic predicate-argument structures (Palmer
et al., 2005). Syntactic and semantic dependencies have been annotated for many
languages. For instance, the 2009 CoNLL shared task on joint parsing of syn-
tactic and semantic dependencies included corpora in Spanish, Japanese, German,
English, Czech, Chinese and Catalan (Hajič et al., 2009). The Stockholm-Umeå
Corpus (Ejerhed et al., 2006) is a large collection of Swedish documents anno-
tated for morphosyntactic information, named entities, etc. The Turku Clinical
TreeBank and PropBank is a corpus of annotated Finnish intensive care nursing
narratives (Haverinen et al., 2009). These examples form only a fraction of all

2http://lml.bas.bg/evtima/, Accessed January 20, 2012
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annotated resources available for research, for different purposes. However, until
now, annotated resources of Swedish medical records are very rare.

In the clinical domain, using medical records, several annotation efforts have been
presented. For instance, annotated gold standards have been created for evalua-
tion of systems in research challenges. At the i2b2 center (i2b2, 2012) several
shared tasks have been conducted, such as identification of obesity (Uzuner, 2009)
and medication extraction (Uzuner et al., 2010). Another example is presented
in Chapman & Dowling (2006), where clinical conditions have been annotated in
emergency department reports.

In the following sections, approaches for the tasks of de-identification and of un-
certainty identification are discussed.

2.3 DE-IDENTIFICATION

Although medical records are supposed to maintain the highest level of confiden-
tiality for patients, identifiable information about patients can still be found in the
free-text parts of the records. From an ethical perspective, these issues are further
discussed in Section 3.6. Here, approaches to building resources and classifiers
for automatic de-identification from the free-text parts of medical records are pre-
sented.

For building systems that automatically extract identifiable information from free-
text, the first step is to define which instances constitute identifiable information.
Personal names of patients are of course typical examples of such information.
However, there are other examples: phone numbers, addresses, identification num-
bers, etc. In the U.S., types of so called Protected Health Information are defined
in the Health Insurance and Portability and Accountability Act3 as instances to be
removed or replaced from medical records in order for them to be considered fully
de-identified and safe from an patient integrity point-of-view. These instances are
further described in Section 3.2.

The second step is to create or use a reference standard (or gold standard) to which
automatic systems can be evaluated. A gold standard is a collection of documents

3http://www.cdc.gov/mmwr/preview/mmwrhtml/m2e411a1.htm, Accessed January 22, 2012
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annotated with instances of the desired output information. Finally, an automatic
system is to be built, and, as described above, two major approaches have been em-
ployed: rule-based or machine learning based systems, where rule-based systems
do not rely on training data while machine learning based systems do.

Neamatullah et al. (2008) have built a rule-based system that relies on lexical look-
up tables, regular expressions and simple heuristics to identify protected health
information instances, as well as physician’s names and years of dates. 2 434
nursing notes from 153 randomly selected patient records were used for creating a
gold standard which was used for developing and refining the algorithm. A second
test corpus of 1 836 nursing notes was used for the final evaluation of the system.
Results are reported as an estimated recall of 0.943 on the test corpus, where no
patient names were missed, and 0.967 recall, 0.749 precision on the development
corpus (see Section 3.4 for definitions of the evaluation measures precision, recall
and F-measure). A resulting corpus with surrogate protected health information
is publicly available under a data use agreement, the resulting software is freely
available4.

The Scrub system is a de-identification tool that uses templates and specialized
knowledge in its detection algorithms to identify proper names, address blocks,
phone numbers, etc. Each entity has a detection algorithm. Final results are re-
ported as almost 0.99 precision.

A challenge on de-identification was performed at the i2b2 Center (i2b2, 2012),
where medical discharge summaries were annotated for Protected Health Infor-
mation (Uzuner et al., 2007). Seven teams participated in the challenge and best
performances for all categories were above 0.98 F-measure. The top perform-
ing system achieved results of 0.997 F-measure, using a machine learning based,
iterative, Named Entity Recognition approach (Szarvas et al., 2007).

A machine learning based approach is presented in Uzuner et al. (2008), using
local context features and a support vector machine implementation. They report
a result of 0.97 F-measure.

Kokkinakis & Thurin (2007) present work on de-identification of Swedish dis-
charge letters. They report results of 0.98 recall and 0.97 precision using a rule-
based named entity recognition system, although on a different set of identifica-

4http://www.physionet.org/physiotools/deid/, Accessed January 21, 2012
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tion classes. A review over recent approaches of de-identification is presented in
Meystre et al. (2010).

2.4 EPISTEMIC MODALITY: CERTAINTY, SPECULA-
TION AND HEDGING

Epistemic modality, as defined by Nuyts (2001, p. 21 f.), is ’(the linguistic ex-
pression of) an evaluation of the chances that a certain hypothetical state of affairs
under consideration (or some aspect of it) will occur, is occurring, or has occurred
in a possible world which serves as the universe of interpretation for the evalua-
tion process, and which, in the default case, is the real world [...]’. He continues:
’In other words, epistemic modality concerns an estimation of the likelihood that
(some aspect of) a certain state of affairs is/has been/will be true (or false) in the
context of the possible world under consideration’.

The notion of epistemic modality has been addressed from many perspectives,
in particular in linguistics and logic. Although there exist different theories and
definitions, the core notions are similar: an author committing to the certainty of
an uttered proposition (Saurí, 2008).

Related concepts that have been addressed and studied within the natural language
processing and linguistic community include for instance subjectivity and hedg-
ing. Subjectivity, as defined in Wiebe et al. (2001), means ’aspects of language
used to express opinions and evaluations’ and is here divided into two main types:
evaluation and speculation, where the latter category is defined as ’including any-
thing that removes the presupposition of events occurring or states holding, such
as speculation and uncertainty’.

Hedging is a term that has been associated with linguistic uncertainty and used in
many studies, in particular in the domain of scientific writing. It was introduced
by Lakoff (1973), and is defined as ’words whose job is to make things fuzzier or
less fuzzy’. The term can be interpreted as a linguistic means to indicate a lack of
commitment to a statement (Hyland, 1998).

The levels as to which epistemic modality is best modeled is not agreed upon.
Nuyts (2001) argues that the estimation of likelihood is situated on a scale, ranging
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from affirmed certainty to negated certainty, while others propose discrete values
(see, e.g. Saurí (2008) for a discussion on this).

The examples in Figure 2.1 show different levels of certainty, ranging from af-
firmed to negated, with levels of uncertainty in between, expressed through lin-
guistic markers in a fictive part of a medical record. The boundaries between (b) –
(e) could differ depending on how certainty levels are interpreted, in some cases,
they would be treated as one, i.e. speculation in general, without distinguishing
further levels of speculation or uncertainty.

(a) Patient has Parkinson.

(b) Physical examination strongly suggests Parkinson.

(c) Patient possibly has Parkinson.

(d) Parkinson cannot yet be ruled out.

(e) No support for Parkinson.

(f) Parkinson can be excluded.

Figure 2.1: Examples of different levels of certainty, ranging from affirmed to negated,
with levels of uncertainty in between, applied on hypothetical patient cases.

In this thesis, the terms uncertainty, speculation and hedging are used interchange-
ably, and positioned under the overall term uncertainty.

2.5 MEDICAL CERTAINTY

Practitioners in clinical medicine are faced with situations where many diagnos-
tic alternatives may be present, and judgments are made difficult by uncertain,
incomplete and complex data (Hewson et al., 1996). As a medical student, one
is taught to manage uncertainty in different ways, based on factors such as hu-
man limitations, characteristics of the patient or disease, organizational problems,
professional knowledge, etc. (Lingard et al. (2003), Lester & Tritter (2001)).
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In medical practice, verbal probability terms are frequently used to convey levels
of certainty in diagnostic reasoning. Studies on how these terms are interpreted
by physicians reveal that such interpretations are inconsistent among professionals
(e.g. Khorasani et al. (2003) and Hobby et al. (2000)).

Verbal and numerical uncertainty expressions and their role in communicating
clinical information have been studied from many perspectives and for different
purposes, e.g. decision-making, interpretation, impact on physicians, patients and
information systems. Most often, studies have used direct and indirect scaling
procedures, giving study objects a fixed number of verbal expressions to judge,
and evaluating inter- and intra-subject agreement (see e.g. Clark (1990) for a re-
view). In most cases, intra-subject agreement is found to be high, and inter-subject
agreement to be low (see Chapter 3 for further details on measuring annotator
agreement). Intermediate probabilities are often more difficult to agree on, while
very high or low probabilities result in higher agreement (see e.g. Khorasani et al.
(2003), Hobby et al. (2000), Christopher & Hotz (2004)). In many cases, the
main conclusion is to recommend the use of controlled vocabularies for express-
ing different levels of certainty. The verbal expressions used range from one word
expressions such as definite, likely, possible, to longer expressions such as cannot
be excluded. The relationship between expressing probabilities verbally or numer-
ically has also been studied (e.g. Timmermans (1994) and Renooij & Witteman
(1999)), where findings suggest that verbal expressions are found to be more vague
than numerical, and hence more difficult to use in decision-making.

2.6 ANNOTATED CORPORA OF CERTAINTY

Research on modeling uncertainty for natural language processing and information
extraction has gained interest lately. Several annotation efforts and corpora have
been created, in particular in the biomedical domain and for news documents.
Some examples are given below.

The BioScope Corpus (Vincze et al., 2008) contains annotations on a sentence
and keyword level applied on biomedical research articles and abstracts, as well
as medical records (radiology reports). Sentences that are speculated or negated
are marked. Speculative sentences are those ’that state the possible existence of a
thing, i.e. neither its existence nor its non-existence’. Negated sentences are those
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with an ’implication of the non-existence of something’. Speculative and negation
elements, or cues, are marked together with their linguistic scope.

For text mining in the biomedical domain, the need for distinguishing uncertain
and negated information has gained particular focus in recent years. Wilbur et al.
(2006) present a model with five qualitative dimensions: focus, polarity, certainty,
evidence and directionality, applied on sentences from biomedical research arti-
cles. Certainty levels are represented as values between 0–3, where 3 is the highest
level of certainty. The GENIA corpus is a large resource consisting of biomedical
articles annotated for part-of-speech tags, syntactic information, terms and events.
The event annotations (1 000 abstracts) also include annotations for negation and
three levels of uncertainty (Collier et al., 1999). Light et al. (2004) present work
on sentence level speculation identification on biomedical abstracts, where three
levels of speculations are defined: low speculative, high speculative and definite.

FactBank is an annotated resource for event factuality applied on a news corpus
(Saurí & Pustejovsky, 2009). Two polarities (positive and negative) and three lev-
els of certainty (certain, probable, possible) are used. Rubin et al. (2006) present
a study on certainty classification of news documents, with a model that also in-
cludes perspective, focus and time. They model certainty in four degrees: abso-
lute, high, moderate or low (which can be seen as comparable to the values 0–3 in
Wilbur et al. (2006)).

Subjectivity is studied in the work by Wiebe et al. (e.g. Wiebe et al. (2001) and
Wiebe et al. (2005)), where the resulting MPQA Corpus has been widely used
in other research studies. Here, speculation is considered a type of subjectivity.
However, no degrees of speculation are modeled, as the focus lies in the differ-
ences between subjective and objective, i.e. perspective. Another example is the
ACE (Automatic Content Extraction) Corpus5, which has a relation annotation
part where modality is included as a binary distinction: asserted and other.

5Version 6.0: http://www.ldc.upenn.edu/Projects/ACE/, Accessed January 22, 2012
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2.7 AUTOMATIC CLASSIFICATION OF CERTAINTY IN

THE BIOMEDICAL DOMAIN

Medlock & Briscoe (2007) present a weakly supervised learning model applied
on a corpus of biomedical articles, where sentences are classified as either spec-
ulative or non-speculative. This corpus is also annotated for gene names and is
used in Szarvas (2008) along with clinical radiology reports and used for build-
ing probabilistic learning models. The same corpora are used in Kilicoglu &
Bergler (2008) for identification of speculative language, using a linguistically mo-
tivated approach with lexical resources, syntactic patterns and weighting schemes
for quantifying hedging strengths.

The BioScope Corpus has been used for creating automatic uncertainty classifica-
tion systems. For instance, the CoNLL 2010 Shared task included the biomedical
sub-corpus for the task of detecting hedges and their scope in natural language text
(Farkas et al., 2010). The top performing system obtained an overall F-measure of
0.86 for detecting uncertain sentences (Tang et al., 2010), and 0.57 for detecting
in-sentence hedge cues (Morante et al., 2010). The clinical part of the BioScope
Corpus is also used in Morante & Daelemans (2009) for a machine learning based
classifier of uncertainty cue scopes.

In the clinical domain, using medical records, rule-based systems have been de-
veloped for distinguishing negations and uncertainties (e.g. Chapman et al. (2001)
and Friedman et al. (2004)). ConText (Harkema et al., 2009), is an extension of
the NegEx algorithm (Chapman et al., 2001), where three contextual features are
used for identifying negated, historical, and hypothetical conditions, and condi-
tions not experienced by the patient, in emergency department reports. RadReport-
Miner (Wu et al., 2009) is a context-aware search engine, taking into account nega-
tions and uncertainties, achieving improved precision results (0.81) compared to
a generic search engine (0.27) using a modified version of the NegEx algorithm,
including expanded sets of negation and uncertainty keywords.

Chapman et al. (2011) present an extension of the ConText algorithm for building
a document-level classifier of CT pulmonary angiography reports, where certainty
states of diagnoses are modeled as uncertain, present or absent, among other fea-
tures.
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The 2010 i2b2/VA challenge (Uzuner et al., 2011) included a task on assertion
classification of medical problem concepts, along with two other tasks: concept
extraction and relation classification. Here, a medical condition was to be clas-
sified as ’present, absent, or possible in the patient, conditionally present in the
patient under certain circumstances, hypothetically present in the patient at some
future point, and mentioned in the patient report but associated with someone other
than the patient’. de Bruijn et al. (2011) obtained best results for the assertion task,
with an F-measure of 0.94, using different combinations of machine learning clas-
sifiers and feature representations.

A comparison between rule-based and machine learning approaches for assertion
classification is presented in Uzuner et al. (2009), where NegEx is extended to
cover assertions, and a machine learning based classifier (StAC) based on Support
Vector Machines (SVM) is presented, applied on medical records from different
domains. Here, a medical problem is assigned either presence, absence or uncer-
tainty, or association with someone other than the patient. The machine learning
based approach yields best results.

It should be noted that negation identification is a closely related task that has
received a considerable amount of attention in research on information extraction
both in general and specifically for medical records. Here, it is included in the
models of uncertainty, and not treated as a separate task.



CHAPTER 3

METHOD

This chapter details the method choices made for addressing the research ques-
tions. Overall assumptions, framework and process are described in Section 1.2.
First, the data used for creating the annotated gold standards is described (Sec-
tion 3.1), followed by a description of the annotation models and guidelines that
were used for each task (Section 3.2). Second, the approaches taken for automatic
classification are given and discussed (Section 3.3). Third, evaluation methods are
described: annotator agreement measures are used for evaluating the gold standard
corpora, and classification performance is measured against the gold standards
(Section 3.4). Limitations are elaborated in Section 3.5, followed by a discussion
on ethical issues in Section 3.6.

3.1 DATA: THE STOCKHOLM EPR CORPUS

Data from the Stockholm EPR Corpus was used (Dalianis et al., 2009). This cor-
pus is extracted from TakeCare1, an Electronic Health Record system used in the
Stockholm County Council (Stockholms läns landsting). The data covers elec-
tronic health records from this system during the years 2006, 2007 and the first
half of 2008, from around 900 clinical units in the Stockholm area.

1http://www.cgmtakecare.com/, Accessed January 19, 2012
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The health records contain both structured (e.g. age, gender, diagnosis code, mea-
sure values) and unstructured (i.e. free-text) data. Around 40% of the data entries
are unstructured, constituting a majority of the total amount of data (Dalianis et al.,
2009). The system allows for semi-structured free-text entries, meaning that there
are predefined keywords or headings that are used for specific types of documen-
tation, e.g. anamnes (patient history), status (patient status), bedömning (assess-
ment) and åtgärd (planned action). These headings can be chosen freely by each
clinical department (and profession) and are used in templates where any chosen
number of headings and structured entries can be used. The data contains docu-
mentation from different types of health professionals such as physicians, nurses
and physical therapists. General statistics from the first five months of 2008 is
shown in Table 3.1 (modified version from Dalianis et al. (2009)). Three subsets
were extracted from this corpus and are further described below.

Table 3.1: The Stockholm EPR Corpus: general statistics from the first five months
of 2008. ∗Total amount of free-text headings used in the medical record system (years
2006 – 2008) = 6 164. ∗∗Total amount of ICD-10 codes in the data set = 35 185. hapax
legomena = one occurrence, that is, 55% of the tokens occur only once in the corpus,
4% occur 100 times or more.

2008 (5 months) n %
Men 188 238 46%
Women 219 906 54%
Free-text headings 2 631 43%∗

ICD-10 Codes 16 211 46%∗∗

Clinics 888
Tokens 109 663 052
Types 853 341
Average no of tokens per record 269
hapax legomena = 1 467 706 55%
dis legomenon = 2 107 636 13%
tris legomenon= 3 51 161 6%
< 10 732 150 86%
> 100 34 245 4%
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A gold standard for de-identification
(Paper I)

Goal: extract representative documents for the de-identification task that are
to be used for annotation and creating the annotated gold standard corpus.

Five different clinics were chosen: Neurology, Orthopaedia, Infection, Dental
Surgery and Nutrition. For each clinic and gender, the medical records richest
in free-text were included, in total five records per gender and clinic, amounting
to one hundred medical records in total. A medical record was defined as all the
documentation for one patient from each clinic. For each clinic and gender, the
top five records richest in free-text were included. All available data was included,
separated in columns (tab separated), i.e. structured as well as unstructured.

Different types of clinics were chosen in order to capture variations in language
style but also in how potential identifiable information might differ depending on
clinical discipline. Choosing the medical records richest in free-text instead of
a random sampling was motivated by the fact that these might contain more in-
stances of identifiable information. Representative documents for this task means
that as many instances of identifiable information as possible were to be included
in the gold standard, as opposed to a "representative" document compared to the
total amount, or population, of medical records as a whole.

This choice means that there is a bias in the type of texts that were included in
the corpus. For instance, there is a risk that the included records are not quite
representative for a "typical" medical record from the respective clinic. However,
as the task is to annotate identifiable information, a randomly extracted medical
record for each clinical discipline might not result in many annotations; the most
important task here is to achieve as high coverage as possible of instances that
might risk exposure of individuals. Moreover, the chosen clinical disciplines might
be debatable. The aim was to include as different clinical disciplines as possible,
and, by consulting domain expertise, these were chosen. An alternative could have
been to randomly sample the included clinics from the total amount of clinics in
the Stockholm EPR Corpus, or to create a random sample of all the patients from
the total amount of patients.
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All types of authors were included, e.g. physicians, nurses and physical therapists.
This was motivated by the fact that all instances of identifiable information are to
be found, irrespective of profession.

These bias issues limits the usability of the resulting gold standard for other pur-
poses. It can not, for instance, be used to infer the prevalence of identifiable in-
formation as a whole in Swedish medical records. However, it can be used as a
reference standard for evaluating how well e.g. an automatic classifier is able to
classify identifiable information as defined in the annotation task (see Section 3.2),
compared to human annotators.

A gold standard for sentence level certainty classification
(Papers II and III)

Goal: extract representative documents for the sentence level certainty clas-
sification task that are to be used for annotation and creating the annotated
gold standard corpus.

In the initial uncertainty annotation task, a subset from the Stockholm EPR Cor-
pus containing only assessment (bedömning) fields was chosen. Sentences2 were
randomly extracted from all assessment entries in the total data set. The assess-
ment entry was chosen based on the knowledge that these entries are those that
contain the largest amount of reasoning. The documents are written or dictated3

by physicians.

A representative document was here defined as one assessment entry irrespec-
tive of clinic, patient or time. The aim was to understand how uncertainties are
expressed in general in the parts of the medical records that contain the largest
amount of reasoning.

Choosing a random sample from all clinical departments in the Stockholm EPR
Corpus has drawbacks. The diversity between different medical disciplines may
be too large, and a deeper understanding of the implications of uncertain utterances
may be more fruitful to study separately for one discipline at a time. On the other

2Sentences are split by using a simple sentence tokenizer, based on punctuation and capitalized
letter heuristics.

3In the case of dictation, a secretary has transcribed the dictation manually.
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hand, there might also be overall similarities, and as there are no previous stud-
ies on this phenomenon in the Swedish clinical domain, a broad characterization
may instead be given. The resulting annotated gold standard was used for corpus
analysis, analyzing differences between different clinical disciplines (Paper III).

Using only the assessment field limits the coverage and loses context, i.e. only
parts of the whole medical records were used. However, as this is where the most
reasoning is documented in the medical record, it captures an essential property
and serves as a good starting point for understanding how uncertainties are ex-
pressed.

A gold standard for diagnostic statement level certainty classification
(Paper IV)

Goal: extract representative documents for the diagnostic statement level cer-
tainty classification task that are to be used for annotation and creating the
annotated gold standard corpus.

For creating the gold standard of certainty classification on a diagnostic statement
level, two steps were needed. First, defining the entities, i.e. diagnostic statements,
required the compilation of a diagnostic statement lexicon.

The diagnostic statements were identified through manual analysis. Two physi-
cians marked diagnostic statements on a subset of 150 random assessment entries
from the chosen emergency department. As stated above (Section 2.1), the lan-
guage in health records is noisy. Diseases can have many names, and with the
time pressure involved in the daily clinical activities, they may also be misspelled
and/or abbreviated in numerous ways. For instance, Noradrenalin (a medication)
has been found in 350 different variations in Finnish health records, and 60 varia-
tions in Swedish (Allvin et al. (2011), and Suominen (2009)).

For this reason, a manually created list of diagnosis statements was preferred over
using existing terminologies such as ICD-104 or SNOMED-CT5, in order to cap-

4International Classification of Diseases, http://www.who.int/classifications/icd/en/, Accessed Jan-
uary 22, 2012

5Systematized Nomenclature of Medicine-Clinical Terms, http://www.ihtsdo.org/snomed-ct/, Ac-
cessed January 22, 2012
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ture as many variations as possible. The physicians conformed to a definition of
a diagnostic statement: a medical condition with a known cause, prognosis or
treatment. All variants, including abbreviations, misspellings and inflections were
marked. In total, 337 diagnostic statements were compiled in the lexicon.

There are alternative methods for compiling lexicons. For instance, the process
could be (semi-)automatized by building e.g. a distributional lexical semantic
model using techniques such as random indexing (e.g. Sahlgren (2006)) on a larger
set of medical records, defining a number of diseases or diagnoses to look up in this
model, evaluating the results manually, and compiling the lexicon from the eval-
uation result. This approach would, however, also have problems. For instance,
deciding which diagnostic statements to look for needs to be defined. Focusing
on only one type of disease or clinical department type would give a richer and
more focused characterization of how knowledge certainty is expressed in such
a specific context. Moreover, utilizing existing terminologies would ensure that
the diagnostic statements to be judged are generally accepted by the research and
health care community. A combination of these techniques would also be a vi-
able option, using terminologies for finding related concepts in a semantic model.
However, in both cases, the broad coverage would be lost, i.e. the coverage gained
by letting domain experts identify diagnostic statements manually means that one
ensures that all relevant variants are identified.

Second, extracting health records containing these statements was needed. For
this corpus, assessment entries were also used. However, only one clinical depart-
ment was chosen: a university hospital emergency ward. That is, a representative
document was defined as one assessment entry from all medical records from one
emergency ward. This was motivated from the fact that this is a clinical department
where many different types of diseases are encountered, which makes it possible
to analyze differences between different types of diagnoses – some diagnoses are
clinically difficult to ascertain, while others are easier. The sampling of the assess-
ment was randomized from the total amount of assessment entries from the chosen
emergency ward.

To build the corpus for diagnostic statement level certainty annotation, a sim-
ple, automatic, string matching procedure along with a general Swedish language
lemmatizer6 was applied, with a longest string-match heuristic. All diagnos-

6http://www.cst.dk/online/lemmatiser/, Accessed March 21, 2012
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tic statements were marked with brackets for the annotators, e.g. Patient with
<Diagnosis>diabetes mellitus</Diagnosis>.

Matching entries from given lexicons in documents can also be performed in al-
ternative ways. String edit distance algorithms, such as the Levenshtein distance
algorithm, described in e.g. Jurafsky & Martin (2009), are powerful in their sim-
plicity in capturing spelling variants of given entries. Other alternatives include
using named entity recognizers or techniques similar to those described above, or,
of course, combinations of such techniques. The simple approach chosen is time-
and complexity efficient and made it possible to compile a useful corpus for the
task at hand.

3.2 ANNOTATIONS AND GUIDELINES

The data sets were used as the base for creating each annotated gold standard. An
annotation model and guidelines for applying the model on the data were needed
for each annotation task. Annotation models consist of annotation classes that
represent the information that is to be identified. Annotation guidelines contain
definitions, examples, and instructions for the annotators to apply the annotation
model on the data. An iterative process was employed in order to define and refine
the annotation classes in each annotation model. In order to capture what the med-
ical records actually contain, a grounded theory methodology (Strauss & Corbin,
1990) was employed for creating the annotation models, similar to the approach
taken in Chapman & Dowling (2006). Moreover, through literature reviews, all
annotation guidelines were based on, or inspired by, existing related resources,
enabling comparison of results (to some extent).

The goal for each annotation task was to 1) create a model that represents the
desired output, i.e. a representation of identifiable instances or a representation
of uncertainty at some level in medical records, and 2) to create guidelines that
are clear and understandable for the annotators, so that the annotation task can be
carried out and result in high annotator agreement, and thus a reliable annotated
corpus. Measuring and evaluating agreement is further discussed in Section 3.4.1.
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Knowtator (Ogren, 2006), a plugin in the Protégé Ontology and Knowledge Ac-
quisition System7, was used for performing the annotation work.

De-identification
(Paper I)

Three annotators annotated the de-identification set: one senior medical researcher
(SM), one senior computer science researcher (SC) and one junior computer sci-
ence researcher (JC). The senior medical researcher is a domain expert, while the
other two are non-domain experts. For this task, domain knowledge is not es-
sential, as the instances to be annotated do not require medical knowledge. No
interaction between the annotators was allowed during the annotation work.

Due to the lack of specific regulations regarding which information is considered
identifiable and risking patient integrity in the free-text parts of electronic health
records in Swedish legislation, the U.S. Health Insurance Portability and Account-
ability Act (HIPAA)8 formed the basis of defining entities to be annotated in the
de-identification gold standard. HIPAA defines a number of so called Protected
Health Information (PHI) types:

• Names

• Locations

• Dates

• Ages > 89 years

• Telephone numbers

• Fax numbers

• Electronic mail addresses

• Social security numbers

• Medical record numbers

• Health plan beneficiary numbers

7http://protege.stanford.edu/, Accessed January 30, 2012
8http://www.cdc.gov/mmwr/preview/mmwrhtml/m2e411a1.htm, Accessed January 22, 2012
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• Account numbers

• Certificate/license numbers

• Web Universal Resource Locators (URLs)

• Internet Protocol (IP) address numbers

• Biometric identifiers

• Full face photographic images and any comparable images

• Any other unique identifying number or characteristic

Through two annotation iterations, the following additions and refinements were
made for the resulting annotation model:

• Names:

– are divided into full, first or last names, and nested if applicable.

– are specified into patient, clinician and relative. A generic name tag is used if neither
is applicable.

– Example: "John Smith" (clinician):
< Clinician Full Name >
< Clinician First Name >
John
< /Clinician First Name >
< Clinician Last Name >
Smith
< /Clinician Last Name >
< /Clinician Full Name >

• Dates:

– Full date (year, month and date)

– Date part (month and/or date)

– Year

• Ethnicity

• Relations
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Although these changes and additions complicate comparisons to previous ap-
proaches (for a review, see Meystre et al. (2010)), they were deemed important
for the task at hand, as they represent important instances that could be used for
inferring the identity of an individual in a medical record. Moreover, they can be
normalized and collapsed into broader classes employed in other research efforts,
to facilitate comparisons.

Sentence level certainty
(Papers II and III)

The sentence level uncertainty annotation model was inspired by the BioScope
corpus (Vincze et al., 2008), where biomedical articles and abstracts, as well as
clinical radiology reports, are annotated on a sentence level for uncertainty and
on a token level for speculation and negation cues. However, some changes were
made. First, in order to capture cases where contradictory expressions were em-
bedded in one sentence, for instance through subordinate clauses, the annotators
were allowed to divide sentences into sub-expressions, by marking them sepa-
rately. Second, the linguistic scope was not included in the token level annotations,
i.e. defining the scope of a negation or speculation cue based on linguistic criteria,
as is done in the BioScope corpus. Moreover, sentences containing question marks
were annotated, which is not the case in the BioScope corpus. An annotation class
for certain sentences was also included.

The annotation classes are: certain_expression, uncertain_expression and unde-
fined_expression for sentence, or sub-sentence expressions. Certainty in this case
was modeled irrespective of a sentence being in the positive or negative polarity.
Undefined_expression was used for cases where the annotator deemed the sentence
unclear with respect to certainty level. On a token level, the annotation classes are
negation, speculative_words and undefined. The latter annotation class was used
for token level keywords that the annotators were uncertain about. Token level
annotations were allowed to encompass multi-word tokens. The entire assessment
entry was shown to the annotators, in order to provide the surrounding context.
The sentence to be annotated was marked with brackets. An example entry is
shown in Figure 3.1.

Non-domain expert annotators performed the annotation task; one senior level stu-
dent, one undergraduate computer scientist, and one undergraduate language con-
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<s>Således tolkas som viros med övre luftvägsinfektion.</s> Får återgå till hemmet med
utökad febernedsättande regim samt åter om 2-3 dagar om ej förbättrad.
<s>Hence interpreted as virosis with upper respiratory infection.</s> Can return home with increased

antifebrile regime and return in 2-3 days if no improvement..

Figure 3.1: Example assessment entry. <s> = sentence. Each sentence was to be
assigned a certainty class. If needed, the sentence could be broken up into sub-
expressions, by marking and assigning a certainty class for each sub-expression . On a
token level, keywords were to be marked either for negation or speculation. The token
level classes could span over multi-word tokens, and were allowed to be nested, e.g. a
negation could be nested within a speculative keyword.

sultant. They had no prior knowledge about the content of the data. The annota-
tors worked independently while annotating, but met in even intervals to discuss
the task and refine the guidelines. This was performed in order to measure the
effect of problem resolving and result differences over time, as in Haverinen et al.
(2009).

Choosing to base the annotation model by inspiration of an existing model fa-
cilitates comparison between results. At the time, there were not many exist-
ing resources for uncertainty annotation in biomedical texts (in particular medical
records) that also provided guidelines for the annotation task. Choosing to make
some changes in the model makes a comparison more difficult, but the general
trends may still be comparable. The sentence level approach has some disadvan-
tages, for instance, it does not provide information about which information that
is uncertain. By allowing the annotators to mark and separate contradictory cer-
tainty levels within one sentence, a deeper understanding of this phenomenon is
obtained. However, this means that the total amount of annotations may differ be-
tween annotators, which is somewhat problematic. Sentence level annotations are
a more time and complexity efficient unit to analyze computationally.

Allowing the annotators to break sentences into sub-expressions also complicates
the evaluation, as the measurable units might result in different total amounts.
However, it was judged as important to allow for such freedom, as this was an ini-
tial attempt at characterizing the way uncertainty is expressed in Swedish medical
records. The motivation for not basing the annotation schema on linguistic criteria
was to focus on the clinical relevance of the information contained in the medical
records.
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Diagnostic statement level certainty
(Papers IV, V and VI)

A more fine-grained uncertainty annotation model was chosen in order to capture a
more detailed level of characterization. First, the level of analysis is on diagnostic
statements, a more fine-grained unit than sentences. Second, the uncertainty levels
are more detailed, compared to the binary sentence level annotation task described
above. Inspired by the model presented in FactBank (Saurí & Pustejovsky (2009)
and Saurí (2008)), a model with two polarities and three gradations was used:
Positive and Negative along with the gradations Certain, Probable and Possible,
six annotation classes in total, see Figure 3.2. The model is to be considered a
rough scale, or continuum.

Figure 3.2: Certainty level classification of diagnostic statements: two polarities and
three levels of certainty, in total six classes.

For cases where the diagnostic statement in its context meant something else
(e.g. infektion (infection, short for clinic)) the annotation class Not Diagnosis
was added. Moreover, Other was added as an annotation class for cases where
the annotator could not assign any of the above-mentioned classes, or where the
diagnostic statement referred to someone other than the patient.

Choosing a model with groups, and not, for instance, a linear representation of
certainty levels, was motivated partly because of comparability to previous ap-
proaches, and partly due to computational complexity.

Two domain expert annotators performed the task: physicians (A1 and A2) with
experience in both reading and writing medical records. The annotation guidelines
were created through iterations and are publicly available9. An example entry is
shown in Figure 3.3 (from Paper VI).

9http://www.dsv.su.se/hexanord/guidelines/guidelines_stockholm_epr_diagnosis_factuality_corpus.pdf
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Oklart vad pats symtom kan komma av. Ingen säker <D>infektion</D>. Inga tecken
till inflammatorisk sjukdom eller <D>allergi</D>. Reflux med irritation av luftrör och
således hosta? Dock har pat ej haft några symtom på <D>refluxesofagit</D>. Ingen
ytterligare akut utredning är befogad. Hänvisar till pats husläkare för fortsatt utredning.
Unclear what patient’s (abbr.) symptoms arise from. No certain <D>infection</D>. No signs of

inflammatory disease or <D>allergy</D>. Reflux with irritation of airways and therefore cough?

But pat has not had any symptoms of <D>refluxoesophagitis</D>.No further urgent investigation

required. Refer to pat’s GP for continued investigation..

Figure 3.3: Example assessment entry. D = Diagnostic statement. Each marked diag-
nostic statement was judged for certainty levels. In this case, the diagnostic statements
infektion (infection), allergi (allergy) and refluxesofagit (refluxoesophagitis) were to be
assigned one of the six certainty level annotation classes.

Distinguishing fine-grained levels of uncertainty is not trivial. It has been showed
that more annotation classes and detailed levels of knowledge representation lead
to lower agreement results (Bayerl & Paul, 2011). However, less granular models
lose expressive power. Although defining the distinctions between low levels of
certainty between the polarities posed difficulties, the annotators found the result-
ing model functional and agreeable. Moreover, as discussed in e.g. Nuyts (2001),
certainty levels are perceived as a scale by humans, which motivates the chosen
model.

As discussed in Section 2.6, many different certainty level annotation models have
been proposed, with different certainty level distinctions. It is difficult to compare
the models, including the one proposed here, as they are applied on different cor-
pora, and have been designed for different purposes. Models that include several
levels of certainty are more costly when it comes to computational efficiency, i.e.
classifying several classes (certainty levels) requires more complex computational
models. Moreover, defining borders between several annotation classes in an an-
notation model is also intricate and requires more labor, which motivates coarser
distinctions. On the other hand, coarser certainty level models do not represent
the subtleties expressed through natural language, and may lose expressive power.
Such issues need to be taken into consideration when designing an annotation task
for modeling uncertainty. Choosing to base this model mainly on the one proposed
by Saurí (2008) has drawbacks, since the events are not directly comparable (diag-
nostic statements, in this proposed model), and the source and temporality are not
addressed. Despite these differences and disadvantages, the core model remains in
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focus and can be compared, at least to some extent, i.e. the assignment of levels of
certainty and polarities.

3.3 AUTOMATIC CLASSIFICATION

Two different methods were used for automatic classification: rule-based for de-
identification, and machine learning for diagnostic statement level uncertainty
classification. The goal for both approaches was to create an automatic classi-
fier that approaches the performance level of human annotators, i.e. to create an
automatic classifier that is able to classify instances as well as humans are able to.

3.3.1 DE-IDENTIFICATION

A rule-based classifier called De-Id (Neamatullah et al., 2008), developed for En-
glish, was chosen for the de-identification task (Paper I). This software package
relies on lexical resources and is well documented, is freely available and has
shown good results for American English. It was adapted to Swedish by replacing
the English lexical resources with Swedish equivalents with as little manual inter-
vention as possible. A list of Swedish diseases and lists of addresses and names
were extracted from the Internet from various publicly available resources (for de-
tails, see Paper I). Different sizes of the name lexicon were used, 10 000 to over
100 000 names in each lexicon. Addresses were extracted from electronic munic-
ipality maps. 2 000 new locations and 4 000 new organizations were extracted
from the Stockholm EPR Corpus (excluding the medical records contained in the
de-identification gold standard) using the learning module of a Swedish Named
Entity Recognizer (Dalianis & Åström, 2001). The De-Id software also includes
lists of the most frequent tokens from the medical record corpus for not marking
common tokens as protected health information instances. For Swedish, this was
generated from the Stockholm EPR corpus into two lists: one with the 5 000 most
common tokens, and one with the 50 000 most common tokens.

Choosing a rule-based system instead of, e.g., a machine learning system, was
motivated by the efficiency and non-reliance on training data, as the gold standard
was relatively small. All external resources, i.e. lexicons and lists of words, could,
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of course, have been compiled in alternative ways. However, focus was put on
scalability, coverage and efficiency, minimizing manual workload.

3.3.2 DIAGNOSTIC STATEMENT LEVEL CERTAINTY CLASSIFICATION

Classifying diagnostic statement certainty levels was done by using machine learn-
ing techniques. A sequence labeling machine learning approach was chosen, using
Conditional Random Fields (CRF) (Lafferty et al., 2001) as implemented in the
CRF++ package10. Token level classifiers were built: all diagnostic statements11

belonged to one and only one certainty level class, all other tokens were assigned
the class NONE.

All eight annotation classes from the Stockholm EPR Diagnosis Uncertainty Cor-
pus annotation model were used for multi-class classification looking at local con-
text features: word, lemma and part-of-speech tags (Paper V). A second classi-
fication task was also performed, where intermediate certainty levels were col-
lapsed: probably and possibly positive and negative were grouped into proba-
bly_possibly_[positive|negative], and other and not_diagnosis were grouped into
one joint class, in total five classes. This was performed in order to study classifier
performance on a less complex multi-class classification problem.

Following the results from Paper V, the same classifier and top performing set of
features were used for classifying three e-health scenario tasks (Paper VI): ad-
verse event surveillance, decision support alerts and automatic summaries. For
each scenario, the fine-grained certainty level classes12 were grouped into coarser-
grained certainty classes: existence and no existence, plausible existence and no
plausible existence, and affirmed, speculated and negated, respectively.

Sequential labeling classifiers such as Conditional Random Fields have been suc-
cessful for information extraction tasks in several natural language processing ex-
periments. There are, of course, other classification algorithms that could have
been used instead. For instance, Support Vector Machines (SVM) have also pro-
duced good results for similar tasks, e.g. Uzuner et al. (2009). Results in Uzuner
et al. (2009) show that local context features are most useful in a similar setting,

10http://crfpp.googlecode.com/svn/trunk/doc/index.html, Accessed March 21 2012.
11Multi-word diagnostic statements such as heart attack were concatenated and treated as one token:

heart_attack.
12The classes other and not diagnosis were disregarded for this experiment.
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which motivates the feature setting choice presented here. Moreover, the choice of
learning algorithm was not central, instead, a feasibility study is in focus.

The chosen scenarios also only serve as examples for future real-world implemen-
tation settings. There are, naturally, other possible scenarios where other distinc-
tions may be needed. However, the aim was rather to show both that there are
scenarios that need these distinctions (in different ways), and that it is possible to
use one fine-grained model for several coarser-grained scenarios.

3.4 EVALUATION

Statistical measures were used for evaluating both the annotated corpora (refer-
ence standards) through annotator agreement, and classification performance by
comparing results against the reference standards. Annotator agreement evalua-
tion means that one measures how well the annotators agree on the annotation
task, i.e. how the application of the annotation model through applying the anno-
tation guidelines is interpreted and agreed upon by different annotators. Ideally,
annotators understand the task identically and agree on all instances, which means
that the annotation model is well-defined and that the guidelines are clear and un-
ambiguous: the resulting annotated corpus is reliable, indicating the validity of the
annotation model and guidelines (Artstein & Poesio, 2008).

Evaluating classification performance means that results are measured against a
reference (gold) standard, a collection of documents containing the desired output
(as defined by humans). Commonly, this is also compared to a baseline, e.g. a
random or majority class assignment.

For both tasks, the number of true positives (TP), false positives (FP) and false
negatives (FN) is needed. For some measures, the number of true negatives (TN)
is also needed. True positives are the correctly labeled instances, false positives are
the instances incorrectly labeled as positives, and false negatives are the instances
incorrectly labeled as negatives. In many text classification tasks, the number of
true negatives is often either unknown or proportionally very large, which affects
evaluation results negatively. Measures that do not require the number of true
negatives commonly used in the natural language processing and information ex-
traction research community are precision, recall and F-measure. Precision, or
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positive predicted value, PPV, gives the proportion of correctly classified instances
from all resulting positive instances, Eq. 3.1.

Precision : P =
T P

T P+FP
(3.1)

Recall, or sensitivity, gives the proportion of correctly classified instances from all
positive instances in the data set, Eq. 3.2.

Recall : R =
T P

T P+FN
(3.2)

Increasing recall by, e.g., assigning more instances to a class, leads to a decrease
in precision. A combination of these two measures, such as the F-measure, the
harmonic mean of the two with a weight (β ) set for precision and recall, is often
used as an indicator of the overall performance, Eq. 3.3. When equal weight is
given for precision and recall (β = 1), this is also called the balanced f-score or
F1, which is used here.

F −measure : Fβ =
(β 2 +1)P×R
(β 2 ×P)+R

(3.3)

Qualitative error analysis is performed for all tasks. Errors are analyzed manually
and categorized according to emerging types.

3.4.1 ANNOTATOR AGREEMENT

For the de-identification (Paper I) and the sentence level uncertainty (Papers II and
III) gold standards, inter-annotator agreement results were calculated with pre-
cision, recall and f-measure. For these tasks, the entities to be annotated were
not predefined, which means that there might be differences in span coverage and
the total amount of annotations. The inbuilt agreement calculator in Knowtator
(Ogren, 2006) was used for calculating agreement over classes and spans in the
de-identification gold standard. For the sentence level uncertainty gold standard,
an in-house built script was used for calculating exact and partial matches. Exact
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matches were based on a token level, while partial matches were based on a char-
acter level, i.e. for each token if all characters in a token was marked equally by
two annotators, there is both an exact and a partial match. Pairwise agreement was
calculated, which means that each annotator was evaluated against one other, for
all annotator combination pairs. Overall average agreement is the average of the
pairwise agreement results.

The annotator agreement on the diagnostic statement level uncertainty annotation
task (Paper IV) was evaluated through F-measure and Cohen’s κ (Cohen, 1960).
Moreover, both intra- and inter-annotator agreement results were calculated. Intra-
annotator agreement results were evaluated in order to measure consistency in one
annotator, and was done by creating a new, randomized order for a subset of the
corpus. All measures were calculated with an in-house built script.

The number of true negatives is poorly defined for the two first tasks (de-
identification and sentence level uncertainty), as there may be overlaps and varying
lengths. Agreement measures such as Cohen’s κ are thus not possible to calculate
in these cases (Hripcsak & Rothschild (2005), Wilbur et al. (2006) and Chapman
& Dowling (2006)). When there is an unknown value of true negatives, the F-
measure approaches κ (Hripcsak & Rothschild, 2005).

For the task of annotating diagnostic statement level uncertainty, the instances to
be annotated were predefined, and there was no overlap or varying lengths of the
annotations. Thus, evaluating with both κ and F-measure provided a rich picture
of the agreement results.

As the certainty levels in the diagnostic statement level certainty model were con-
sidered as a scale, or continuum, weighted κ (κw) is a measure well-suited for
analyzing the agreement (Kundel & Polansky, 2003). Through this, relative im-
portance for disagreement in distant categories is deemed higher than those closer
in the scale, or ranking, as opposed to giving equal weight to all classes, as with
Cohen’s κ . These agreement results have been added as an extension to the results
presented in Paper IV13.

Evaluating annotator agreement is not trivial. In particular, defining thresholds
where agreement is deemed ’good’ is subject to some debate, as are choices of
measures (see, e.g. Artstein & Poesio (2008), Di Eugenio (2000) Di Eugenio &
Glass (2004)). Landis & Koch (1977) propose threshold values for interpreting

13Only for the certainty level classes, not for other and not diagnosis
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κ value Strength of agreement
<0.00 Poor
0–0.20 Slight
0.21–0.40 Fair
0.41–0.60 Moderate
0.61–0.80 Substantial
0.81–1.00 Almost perfect

Table 3.2: Strength of agreement, beyond chance, measured by κ , according to Landis
& Koch (1977)

the strength of agreement as measured by κ , see Table 3.2. Stricter interpreta-
tions have also been proposed, stating that a threshold of above 0.8 ’ensure an
annotation of reasonable quality’, and that values above 0.67 allows for tentative
conclusions to be drawn (Artstein & Poesio, 2008). However, as discussed in Art-
stein & Poesio (2008), stating specific thresholds for all purposes is not possible.
Instead, reporting method choices in detail in order for readers to be able to inter-
pret whether agreement results hide disagreements is more important. Moreover,
the impact of domain expertise, the complexity of the annotation models and other
factors that may have impact on annotation results is important to take into consid-
eration (Bayerl & Paul, 2011). For the work presented here, no specific thresholds
are set, although the aim is, naturally, to reach as high agreement as possible. As
a minimum, a general aim is to at least achieve moderate agreement, as defined by
Landis & Koch (1977), putting focus in analysis of the results.

3.4.2 AUTOMATIC CLASSIFICATION

For the automatic classification approaches, evaluation means that, given the cho-
sen classification method and setting, the classifier is able to approach human per-
formance as defined in the reference standard, to some lesser or greater extent.

The ported De-Id package to Swedish was evaluated against each one of the three
manually annotated gold standards. Precision, recall and F-measure were used.
Micro-averaged numbers are given (see below).

Results from using the Conditional Random Fields machine learning algorithm on
the diagnostic statement level gold standard were evaluated by splitting the set into
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a training set (80%) and a test set (20%) with a stratified class distribution. The
gold standard was annotated by one annotator (A1). This set extends the corpus an-
notated by the two annotators (A1 and A2), which was created for inter-annotator
agreement evaluation. Precision, recall and F-measure were calculated using the
CoNLL 2010 Shared task evaluation script conlleval.pl14. Micro-averaged num-
bers are given. 95% confidence intervals were calculated for precision and recall.

Micro-average calculations means that equal weight is given for each instance in
the classification, i.e. results are calculated for each annotation instance separately.
Macro-averaged calculations, on the other hand, give equal weights for each class,
or category, in the classification, i.e. the average is calculated for the annotation
class, not for the average of all instances. With skewed class distributions, meaning
that some annotation classes are much more frequent than others, the latter tends
to favor the majority class.

3.5 LIMITATIONS

For modeling uncertainty on both sentence and diagnostic statement levels, only
notes written by physicians were used. Nurse documentation may potentially also
have a large amount of reasoning which would be important to include in an over-
all information extraction system. However, this may be necessary to model sep-
arately, as this type of documentation differs from that written by e.g. physicians.
The data is from one geographical area, and from one electronic medical record
system, which limits generalizability for conditions in Sweden as a whole.

Time and resources are always limitations in research. Having more annotators,
and creating larger annotated resources would, of course, be desirable. The anno-
tators themselves are also a source of limitation: they are pooled from an educated
population, from the Stockholm area, and internally from the research group.

This is not a thesis on machine learning or classification. There is a large amount
of research on machine learning algorithms, feature engineering, parameter tun-
ing and performance evaluation. The classification parts of this thesis serve as
feasibility studies, pointing towards the overall goal.

14http://www.cnts.ua.ac.be/conll2000/chunking/conlleval.txt, Accessed March 21 2012
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3.6 ETHICAL ISSUES

There are of course general rules and regulations pertaining to performing research
on clinical data. Access to patient data is only permitted if approved by local re-
gional ethical boards. Applying for permission requires rigorous descriptions of
the planned research study. Moreover, there is a specific law, Patientdatalagen
(patient data law), SFS 2008:35515, in which regulations about what type of in-
formation medical records must and must not contain is stated. For instance, it is
stated that the purpose of the law is that personal information is to be designed so
that, and treated in a way that patients and any other registered person’s integrity is
respected (§2). Similar to e.g. Finland (Suominen, 2009), Swedish legislation does
not address natural language processing as a specific case for performing research
on medical record data.

For the research presented in this thesis, permission was granted from the Re-
gional Ethical Review Board in Stockholm (Etikprövningsnämnden i Stockholm),
permission numbers 2007/1625-31/5 and 2009/1742-31/5. When applying for this
permission, careful descriptions about the planned research were written, as well
as detailed information about how the data itself would be stored and secured.
From the hospital side, the data was de-identified in the sense that all social secu-
rity numbers (personnummer) were replaced by an anonymous, random key, and
the replacement key was not given to the research group, i.e. it is not possible
to re-identify any social security number from the data obtained. Moreover, all
names (in the structured entry) were removed.

The data is stored on an encrypted, password enforced, server in a locked and
alarmed room to which only a handful of researchers have access, after signing
confidentiality agreements. The data is never exposed to a network connection,
ensuring that data is never unconsciously sent to a third party. Small subsets, such
as those used for building the corpora described in this thesis, were extracted and
stored locally on encrypted, password enforced files for annotation and develop-
ment. Annotation and development was never performed while connected to any
network.

Published research results contain no confidential information, and were chosen
carefully to be as general as possible, ensuring that individual anonymity is kept.

15The law text can be found in its entirety here: http://www.notisum.se/rnp/sls/lag/20080355.htm
(Accessed on January 16, 2012)
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Risks

Although care has been taken in ensuring individual patient integrity by conform-
ing to both health related research regulations, patient data regulations, and, nat-
urally, general research ethics regulations16, there is, of course, always risks that
these precautions are not sufficient. The main risks involved in the work presented
here are the possibilities of re-identifying an individual patient from the medical
records by combining external information or indirect information contained in
the documents. This risk is deemed minimal, as great care has been taken to use
data out of its context, access to the data is severely restricted and confidentiality
agreements are ensured.

16see, for instance, http://www.codex.vr.se/en/forskarensetik.shtml, Accessed January 22, 2012
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RESULTS

This thesis results in three annotated gold standards: one annotated for identifiable
information (the Stockholm EPR PHI Corpus) and two for uncertainty: the Stock-
holm EPR Sentence Uncertainty Corpus, annotated on a sentence level, and the
Stockholm EPR Diagnosis Uncertainty Corpus, annotated on a diagnostic state-
ment level. The Stockholm EPR PHI Corpus was used for evaluating an automatic
de-identification classifier, and the Stockholm EPR Diagnosis Uncertainty Corpus
was used for training and testing a machine learning based classifier, using the
certainty level model in different ways and for different purposes. Furthermore,
a lexicon of Swedish diagnostic statements was produced. More detailed results
are presented below, and further details are found in the respective papers. These
resources are the first of their kind.

None of the resulting gold standards have, in the included work, been compiled
into consensus sets, i.e. sets where disagreements have been resolved and are
treated as a new ’ground truth’. Instead, they are to be considered initial steps,
where agreement results reflect the success (or failure) of the annotation model
and subsequent guidelines. These results are related to the reliability of the created
corpora: the higher the agreement, the more reliable gold standards.
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4.1 THE STOCKHOLM EPR PHI CORPUS

In order to make medical records available for research, it is important to ensure
that patient integrity is kept. Identifiable information is found in the free-text parts
of medical records, and this needs to be removed or replaced, i.e. de-identified,
before releasing any data for research. A gold standard corpus of Swedish medical
records annotated for identifiable information was produced: the Stockholm EPR
PHI Corpus. This was created by using an annotation model containing in total
40 annotation classes along with guidelines for applying these classes on Swedish
medical records.

Counting all data, the total number of tokens is 380 000 (around 31 000 types).
Counting only the free-text columns, the number of tokens is 174 000 (around
20 000 types). A simple white-space tokenizer was used, including numbers as
tokens and types.

The Inter-Annotator Agreement (IAA) results are 0.58 F-measure (micro-
averaged), when looking at the overall average agreement between the three an-
notators over spans. The results ranged between 0.46 and 0.75 F-measure when
looking at pairwise agreement, see Table 1 in Paper I. IAA for classes ranged be-
tween 0.55 and 0.84 pairwise F-measure, with an overall average of 0.65, Table 2
in Paper I.

34% of the total number of annotations are names. IAA for these classes was
high: 0.80 F-measure overall average, pairwise agreement ranging between 0.72
and 0.91 F-measure. Locations resulted in lower agreement: 0.29 F-measure
(overall average, spans) and 0.48 F-measure (overall average, classes). The lo-
cation classes amount to 29% of the total number of annotations. Discrepancies
were mainly due to differences in span coverage, an instance such as Avdelning
22, Karolinska Universitetssjukhuset, Solna could be tagged with one Health Care
Unit-tag, or several, and it could also include the Municipality or Town-tag for
Solna.

From the 40 defined annotation classes, some were not present in the data,
e.g. Health care beneficiary number and Biometric Identifiers. A total of 28 anno-
tation classes were identified.
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The annotation model contains many fine-grained annotation classes, e.g. separate
name classes for clinicians, patients, and relatives. In Table 4.1, merged annota-
tion classes and their frequency are presented. These numbers were extracted after
resolving disagreements among the annotators, and after collapsing fine-grained
annotation classes into more generic annotation classes in order to lower the com-
plexity of the task (Dalianis & Velupillai, 2010).

Annotation Class n
Age 56
Date Part 710
Full Date 500
First Name 923
Last Name 929
Health Care Unit 1021
Location 148
Phone Number 136
Total 4423

Table 4.1: Frequency of annotation classes for de-identification after resolving dis-
agreements and collapsing fine-grained classes into more generic classes.

The annotation task is complex, in the sense that the annotators themselves marked
the boundaries of each annotation instance, leading to different total amounts of
annotations, and in the sense that the amount of annotation classes is large. Given
these complexities, the IAA results were considered reliable, in particular for an-
notation classes such as names, although caution is to be taken when interpreting
results. As discussed in Section 3.4.1, defining specific thresholds for where IAA
results are to be considered reliable is not trivial.

Porting the de-identification software De-Id to Swedish resulted in very poor pre-
cision results, between 0.03 and 0.09. Recall ranged between 0.56 and 0.76, yield-
ing F-measure results between 0.04 and 0.16. The main problem was an excessive
over-generation of most tags, except for dates, where the system performed quite
well. Using different sizes of external lexicons did not improve results signifi-
cantly, as the content of the lexicons did not reflect the content of the medical
records.
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4.2 THE STOCKHOLM EPR SENTENCE UNCER-
TAINTY CORPUS

Building information extraction tools that are able to handle and distinguish
negated and uncertain information from affirmed information requires knowledge
about how such information is expressed. This has not previously been studied in
Swedish medical records. The first step in gathering this knowledge has resulted
in the Stockholm EPR Sentence Uncertainty Corpus, where uncertain and certain
expressions were annotated on a sentence level, and negation and speculation key-
words were annotated on a token level.

A total of 6 740 sentences was annotated by three annotators: one senior level stu-
dent (ULS), one undergraduate computer scientist (UCS), and one undergraduate
language consultant (ULC). The total amount of tokens is 69 495.

Overall micro-averaged Inter-Annotator Agreement (IAA) results for the sentence
level uncertainty annotation task resulting in the Stockholm EPR Sentence Uncer-
tainty Corpus improved over time, from 0.53 to 0.79 F-measure lowest pairwise
agreement, and from 0.58 to 0.80 highest pairwise agreement, exact match. Partial
match agreement was higher: from 0.63 to 0.82 and from 0.67 to 0.85 pairwise
agreement lowest and highest, respectively. These results are shown in Table 5 in
Paper II.

The majority sentence level class, certain_expression resulted in high overall
micro-averaged agreement: from 0.81 to 0.84 pairwise F-measure, exact match.
However, uncertain_expression resulted in lower agreement, from 0.38 to 0.53
pairwise, overall micro-averaged F-measure, exact match. Partial match agree-
ment was higher for all sentence level classes. These results are shown in Tables 1
and 2 in Paper II. On average, around 13 percent of all sentences are uncertain.

On the token level, negations resulted in high agreement: from 0.82 to 0.88 pair-
wise F-measure, for both exact and partial matching. Speculative_words, on the
other hand, resulted in lower overall agreement, ranging between 0.47 to 0.58 over-
all pairwise F-measure, the highest agreement was seen between annotators UCS
and ULC for time interval 2: 0.63 F-measure, see Tables 3 and 4 in Paper II.
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From the thirteen clinical groups1 (Table 1 in Paper III), it is showed that geri-
atrics had a low average amount of uncertain sentences and a high overall aver-
age pairwise agreement, while neurology had a high average amount of uncertain
sentences, see Figure 4.1 (from Paper III). On average, uncertain sentences were
longer than certain sentences (Figure 3 in Paper III).

Figure 4.1: Sentence level annotation: uncertain, percentage per annotator and clinical
practice.

Negations, in total thirteen unique tokens, were unigrams, while speculative words
had an average token length of 1.34 and were often n-grams such as kan vara
(could be) and tyder på (indicates that). The most common speculative words per
annotator for neurology and urology, with the highest overall average of uncertain
sentences, are shown in Table 3, Paper III. The longest n-grams, ranging between
three and six tokens, were often nested with negations, such as kan inte se några
tydliga tecken (can’t see any clear signs) and inte helt har kunnat uteslutas (has not
been able to completely exclude). Question marks were the most common tokens
annotated as a speculation cue. Sannolikt (likely) was almost always annotated
as a speculative word (over 90 percent), while om (if) was only annotated as a
speculative word in 9 percent of all occurrences.

1Clinical disciplines were grouped together, and those with a total number of sentences > 100 were
analyzed.
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Similar to the de-identification task, stating a specific threshold at which results are
considered reliable is not easy. As the annotators were allowed to define bound-
aries both at the sentence and token level, overlaps and different total amounts of
annotations were found. However, given that the task was designed as an initial
annotation study, the IAA results are considered reliable for performing corpus
analysis and for refining the task further.

4.3 THE STOCKHOLM EPR DIAGNOSIS UNCER-
TAINTY CORPUS

Moving closer to the goal of building more efficient information extraction systems
and deepening the knowledge about how uncertainties, negations and affirmations
are expressed in Swedish medical records, the diagnostic statement level anno-
tation task was created, resulting in the Stockholm EPR Diagnosis Uncertainty
Corpus.

A total of 3 846 assessment entries were annotated in the corpus. 1 297 assessment
entries were annotated by both annotators (A1 and A2). The remaining assessment
entries were annotated by one annotator (A1), for extending the amount of anno-
tation instances for training and evaluating an automatic classifier.

The fine-grained diagnostic statement certainty level annotations in the Stock-
holm EPR Diagnosis Uncertainty Corpus resulted in fairly high overall agreement:
0.7/0.58 F-measure, 0.73/0.6 Cohen’s κ , Intra/Inter. Looking at only the certainty
level classes, using κw, results were higher: 0.88/0.82 with proportional weights,
and 0.95/0.92 with quadratic weights, Intra/Inter κw, respectively. A contingency
table with the annotation class assignments for certainty level classes is shown in
Table 4.22.

Of the total amount of diagnostic statements in the created lexicon (337), 227 were
found in the data. From the total amount of assessment entries, approximately
50% contained at least one of the diagnostic statements in the created lexicon. The
lexicon itself is a valuable resource for e.g. terminology analysis, and is publicly
available upon request.

2The discrepancy in total amount of annotation instances between the two sets was caused by mis-
matches and missed instances.
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CP PrP PoP PoN PrN CN ∑

CP Intra 990 78 4 0 3 4 1079
Inter 834 59 7 0 4 5 909

PrP Intra 20 236 55 1 1 0 313
Inter 66 134 10 1 0 0 211

PoP Intra 4 38 127 25 9 0 203
Inter 11 149 180 41 45 1 427

PoN Intra 0 0 6 14 7 1 28
Inter 0 0 0 1 5 1 7

PrN Intra 1 1 1 10 118 25 156
Inter 0 0 0 2 35 18 55

CN Intra 2 0 4 0 51 195 252
Inter 2 0 0 4 99 193 298

∑ Intra 1017 353 197 50 189 225 2031
Inter 913 342 197 49 188 218 1907

Table 4.2: Contingency table, Inter- and Intra-Annotator frequency distribution per an-
notation class. Columns: Annotator A1, first annotation iteration. Rows: Intra: Anno-
tator A1, second annotation iteration (same set randomized), Inter: Annotator A2. CP
= Certainly Positive, PrP = Probably Positive, PoP = Possibly Positive, PoN = Possibly
Negative, PrN = Probably Negative, CN = Certainly Negative, ∑ = Total

Only approximately 50% of the diagnoses were affirmed with certainty. The low-
est certainty levels in the negative polarity (possibly negative) was rare, and re-
sulted in low agreement (0.35/0.03 F-measure, Intra/Inter). The majority class,
certainly positive, resulted in high agreement, 0.9 F-measure for both intra- and
inter-annotator agreement. A contingency table with results for all annotation
classes for both intra- and inter-annotator agreement is shown in Table 1, Paper
IV.

Patterns in certainty levels assigned to different types of diagnostic statements
were observed. The fifteen most common diagnostic statements are shown in Table
4.3 and their certainty level assignments are shown in Figure 4.2.

For instance, diagnostic statements that show on the outside, e.g. eczema, urthi-
caria, skin infection and varicoses were dominantly certainly positive, as were gen-
eral conditions such as overweight or asystolia, and diagnoses that are measured
by an instrument, such as auricular fibrillation/ECG. Generic diagnostic statements
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Figure 4.2: Diagnostic statement level annotation: the fifteen most common diagnos-
tic statements and their certainty levels. Certainly positive is in majority. On the far
right, certainly negative, the generic diagnostic statement skeleton injury is found. If
a skeleton injury is confirmed, a more specific term is used. Under probably positive,
the highest bar is virosis, a common condition often stated as probable when no other
diseases can be confirmed.

such as skeleton injury were found in the negative polarity, while specific findings
(e.g. fractures) were found in the positive polarity, with the specific fracture diag-
nosis name. Similarly, if the patient did not suffer from an ischaemic heart disease,
the generic diagnostic statement ischaemia was often used and found in the neg-
ative polarity, while if the patient had a confirmed or probable diagnosis, heart
attack or angina pectoris was used, see Figure 4.3.

When there are medical reasons for not securing certainty, for instance for com-
mon, ’fuzzy’ diseases such as virosis and gasthritis, probably positive dominated.
For some conditions, such as hypertension, a counterpart in the negative polarity
was not found, i.e. either the patient has normal blood pressure or low (hypoten-
sion).

Although differences were seen in how certainty levels were expressed for differ-
ent diseases, the markers for certainty levels were most often lexical keywords.
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Diagnostic statement (Swedish) English translation
dvt deep venuos thrombosis, abbreviated

lungemboli pulmonary embolism
infektion infection

förmaksflimmer atrial fibrilation
hypertoni hypertension
hjärtsvikt congestive heart failure

KOL COPD, chronic obstructive pulmonary disease
angina angina

pneumoni pneumonia
allergisk reaktion allergic reaction

viros virosis
blödning bleeding

uvi urinary infection, abbreviated
hjärtinfarkt heart attack

ischemi ischaemia

Table 4.3: The fifteen most common diagnostic statements found in the Stockholm
EPR Diagnosis Uncertainty Corpus.

Examples of some common lexical markers in the respective polarities and cer-
tainty levels are shown in Figure 4.4.

This annotation task differed from the two previous tasks: the instances to be
annotated were predefined. This makes evaluation of annotation agreement re-
sults somewhat easier, there are no discrepancies in marking boundaries. Some
instances were missed by the annotators, resulting in different total amounts of an-
notated instances, but the span coverage for all annotations were identical. When
analyzing results with F-measure and Cohen’s κ , agreement results can be consid-
ered moderate, according to the thresholds given by Landis & Koch (1977). How-
ever, given that the certainty level classes are ordered, or considered as a scale,
weighted κ (κw)-measures are more suitable, and with these, we see that results
were very encouraging, indicating reliable results.
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Figure 4.3: Diagnostic statement level annotation: inverted pattern, ischaemia in the
negative polarity, heart attack and angina pectoris in the positive polarity.

4.3.1 AUTOMATIC CLASSIFICATION: LOCAL CONTEXT FEATURES

Overall micro-averaged results for a baseline where only the word itself was used
as a feature was 0.56 F-measure, for all classes, and 0.60 F-measure for merged
classes, see Table 4 in Paper V. A majority class baseline was 47.6%. Adding
local context features step by step improved results, where the best results were
obtained using words, lemmas and part-of-speech features in a window size of
±4. This setting resulted in 0.70 F-measure for all classes and 0.76 F-measure for
merged classes, see Table 5 in in Paper V. Preceding context was more effective
than posterior context; similar results were obtained when using the four preceding
words, lemmas and part-of-speech tags (0.69/0.74 F-measure, all/merged versus
0.60/0.65). The greatest improvement was seen for certainly negative, where using
local context features (±4) yielded 0.72 F-measure compared to 0.43. This trend
was seen for all window size steps, with the greatest increase between ±2 and ±3:
from 0.55 to 0.67 (all classes).
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Figure 4.4: Diagnostic statement level annotation: common lexical markers for the
different certainty levels. Markers for certainly positive are not always explicit. For
possibly negative, agreement is low, and few instances are assigned this class. The
example marked with bold in Possibly positive could, for some diagnostic statements,
be used as a marker for Possibly negative.

Typical errors were within the same polarity or missed instances. Local context
features were not sufficient for cases where conjunctions were used, e.g. Inga
hållpunkter i lab och ekg för pågående ischemi (no basis in lab and ecg for ongoing
ischaemia), and for cases where lab results were indicators for specific certainty
levels. Moreover, some sentences were very short and did not contain anything
but the diagnostic statement itself, and some diagnostic statements were part of
a longer discussion with many modifiers and speculations, both of which would
require larger contexts and other feature models.

4.3.2 AUTOMATIC CLASSIFICATION: E-HEALTH SCENARIOS

For the three e-health scenarios presented in Paper VI, adverse event surveil-
lance, decision support alerts and automatic summaries, promising results were
obtained: 0.89, 0.91 and 0.8 overall micro-averaged F-measure, respectively. Each
scenario is further discussed in the sections below.
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Adverse event surveillance

Adverse event surveillance means that a hospital wants to avoid adverse events
such as hospital acquired infections or other conditions or events that have hap-
pened to patients in a hospital and that endanger their safety. Normally, such
instances are identified retrospectively by scrutinizing medical records for spe-
cific triggers that indicate the possibility of an adverse event. Only cases that are
negated with the highest possible level of certainty should be excluded from an
automated support system.

For this binary classification task (existence and no existence), local context fea-
tures (±4) improved results considerably compared to a classifier baseline using
only the word itself as a feature, from 0.66 F-measure to 0.89, but only slightly
compared to a majority class baseline (88%), see Table 3 in Paper VI. For both
classes, precision results were improved the most, from 0.53 to 0.93 (existence)
and from 0.54 to 0.83 (no existence).

The error analysis showed that known difficulties in the distinction between the
certainty level classes probably negative and certainly negative in the annotation
model were reflected in the classification results. The strength of the negation was
the source for most errors, i.e. there were not many errors in assigning polarity. A
typical phrase that was judged differently was inga hållpunkter för (no indicators
of), where the inconsistencies were often linked to specific diseases that are also
difficult to clinically exclude, e.g. DVT (deep venous thrombosis). Modifiers such
as liten (small) in phrases like liten misstanke (small suspicion) were ambiguous:
whether emphasis was put on liten (small suspicion) or misstanke (small suspicion)
yielded different interpretations in the strength of uncertainty.

Decision support alerts

This scenario reflects the situations where an alert would support a clinician in
making a decision. For instance, the clinician missing the information about insuf-
ficient pain medication could receive an automated alert when the documentation
about the pain observations and extra medication have reached a specific thresh-
old. Here, the important certainty level distinction lies in separating positive (or
near positive) cases from negated cases.
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Overall micro-averaged F-measure results for the binary classifier (plausible ex-
istence and no plausible existence) was 0.91, an improvement over the majority
class baseline (80%) and the classifier baseline (0.61 F-measure), see Table 4 in
Paper VI. The minority class no plausible existence improved both for precision
(from 0.72 to 0.92) and recall (from 0.22 to 0.79).

Sources of errors were mainly cases where clinical exclusion is difficult for a dis-
ease (e.g. DVT), but also cases where a test has been performed, often in order
to exclude a diagnosis. It was often evident from the surrounding context that
the diagnosis is unlikely, but the performing of a test is in itself an indicator of a
suspicion.

Automatic summaries

An overview, or textual summary, would support clinicians in getting an overall
impression of a patient’s medical history and earlier conditions. For these cases,
a distinction between affirmed, negated and speculated instances would ease the
understanding of the patient’s current situation.

The multi-class classification problem with the classes affirmed, speculated and
negated resulted in an overall micro-average F-measure of 0.8, which was an im-
provement over both baselines (0.5). Precision results were improved for all three
classes, from 0.79 to 0.87 (affirmed), 0.25 to 0.81 (speculated) and 0.50 to 0.81
(negated), see Table 5 in Paper VI.

The border between certainly positive and probably positive in the annotation
model was the main source of errors. Again, assigning polarity was not the prob-
lematic issue, but rather distinguishing fine-grained levels. Diseases that are mea-
sured by e.g. an apparatus, such as hypertoni (hypertension), showed higher agree-
ment, while diseases that are measured subjectively, such as hyperventilering (hy-
perventilation) and panikångest (panic disorder), were more often disagreed upon.
Markers such as misstänkt (suspected) and kliniska tecken på (clinical signs of)
were not judged consistently. Chronic diseases caused problems in some cases,
where the example troligen stressutlöst astma (probably stress triggered asthma)
could be assigned certainly positive (the patient has asthma) or probably positive
(this particular event of an asthma attack is probably triggered by stress).
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CHAPTER 5

CONCLUSIONS,
CONTRIBUTIONS AND

POSSIBLE WAYS FORWARD

The hospital administrator needing support in finding relevant medical records for
identifying adverse events, the clinician missing important pain medication in-
formation in the medical record documentation, and the physician needing to sift
through hundreds of pages of documentation to get an overview over a new patient,
have yet to see a system that supports them automatically in these tasks. However,
this research is an important step towards this goal, as it fills a knowledge gap in
the essential steps that need to be taken for building such systems.

5.1 CONCLUSIONS

A number of research questions were stated in Chapter 1. These are addressed
below.
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5.1.1 MOVING TOWARDS MAKING MEDICAL RECORDS AVAILABLE FOR
RESEARCH

One of the aims of this thesis was to move towards making medical records avail-
able for research. To achieve this, an annotation model with annotation classes
covering instances of identifiable information was created and applied on Swedish
medical records from five different clinics.

How can a de-identified corpus of Swedish medical records be created?

By defining an annotation model encompassing annotation classes for identifiable
information, and creating guidelines for applying this model on Swedish medical
records, an annotated resource was created: the Stockholm EPR PHI Corpus.

From the lack of definitions of what constitutes identifiable information in medical
records in Swedish legislation, the annotation model was based on the protected
health information instances defined in US regulations. These were further refined
into a total of 40 annotation classes.

The gold standard in its original annotated form, i.e. annotated by three annota-
tors, is deemed reliable when evaluating with pairwise and overall average Inter-
annotator agreement measures, although it results in some problematic issues.
Inter-annotator results were high for some classes, e.g. names, and the fine-grained
model captures details in different types of identifiable information. However,
span coverage and the application of fine-grained classes such as Municipality and
Town differed between the annotators. Results are in line with similar research,
e.g. Mani et al. (2005). The choice and motivation of which Protected Health
Information instances to cover in a de-identification corpus and/or system has dif-
fered in previous research efforts (see, e.g., Meystre et al. (2010) for a review).
With a fine-grained approach such as the one included in the Stockholm EPR PHI
Corpus, it is possible to collapse classes into coarser-grained classes, thus enabling
different perspectives.

The corpus is valuable for several reasons: it contains medical records from five
different types of clinics and documentation from several types of clinical pro-
fessions. De-identified corpora available for research most often contain medical
records from one clinical department or one type of author only (e.g. Finnish inten-
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sive care nursing narratives (Haverinen et al., 2009) and American nursing notes
(Neamatullah et al., 2008)). There is currently ongoing work on replacing all an-
notations with pseudonyms, further ensuring a minimal risk of patient integrity
exposure, for creating a corpus to be released for research.

Can an existing de-identification tool built for English be ported to handle
Swedish medical records?

Porting an existing rule-based de-identification software was not trivial and re-
quired extensive tailoring which might be very time-consuming. The obtained
results are in line with those obtained when attempting to port the same de-
identification software to French (Grouin et al., 2009). Instead, machine learning
methods might be better suited for this task. In a follow-up study, the Stock-
holm EPR PHI Corpus has been refined into two variants and used for training and
evaluating a Conditional Random Fields classifier, yielding promising results (0.8
F-measure). Moreover, in this study, through an error analysis, 49 new instances
were identified, that were missed by the annotators, showing that machine learn-
ing algorithms might complement misses made by human annotators (Dalianis &
Velupillai, 2010).

5.1.2 CERTAINTY LEVELS IN SWEDISH MEDICAL RECORDS

Another aim of this thesis was to provide a description of how certainty lev-
els, i.e. affirmed, speculated and negated information, are expressed in medical
records, create models and corpora that capture this, and build classifiers that dis-
tinguish them, for different information needs. This was achieved through two
annotation tasks: one on a sentence level, using laymen as annotators, and one on
a diagnostic statement level, using domain-experts as annotators. Moreover, feasi-
bility studies on automatic classification of diagnostic statement level uncertainty
were performed.
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How is medical uncertainty expressed in medical records (in Swedish) on a
sentence level?

Medical uncertainty is, to a large extent, expressed through lexical markers such
as misstänkt (suspected), sannolikt (probably) and troligtvis (likely). Although not
very common, sentences with conflicting certainty level information are found.

The Stockholm EPR Sentence Uncertainty Corpus is the first resource of Swedish
medical records annotated for uncertainty information on a sentence level.
Through this, differences between clinical disciplines have been identified, where
neurology contained more uncertain sentences on average, while geriatrics con-
tained fewer. In neurology, clinicians are faced with diseases that are more diffi-
cult to ascertain. The majority of all sentences were affirmed, or certain. However,
an average of 13.5% of all sentences were judged as uncertain, which is simi-
lar to the clinical part of the BioScope Corpus (Vincze et al., 2008), and also to
similar research on scientific articles (e.g. Light et al. (2004)). This is a consid-
erable amount, having implications for building intelligent information extraction
systems.

Most sentences did not contain conflicting certainty levels, but when they do, they
need to be separated. Hence, a sentence level model is sufficient for most cases, but
not for all. Speculative keywords were often longer than one token, and negations
play an important role for strengthening uncertainty, e.g. ingen typisk urinvägsin-
fektion (not a typical urinary tract infection). This is an important feature also
addressed in Kilicoglu & Bergler (2008), where terms indicating strong certainty
(’unhedgers’), such as typical or clear, suggest uncertainty when found within the
scope of a negation.

For non-domain experts, this task was difficult, which was reflected in the agree-
ment results. The domain specific jargon and high level of clinical reasoning is
not easily accessible for people without clinical expertise. However, important in-
sights have been obtained. Negations are, in their core forms, unambiguous and
easy to identify. Some speculation cues are also unambiguous, e.g. sannolikt
(likely) while others are not, e.g. om (if).
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How is medical uncertainty expressed in medical records (in Swedish) on a
diagnostic statement level?

A broad picture of how medical uncertainty is expressed on a diagnostic statement
level in Swedish clinical assessment entries from an emergency ward has been pro-
duced through the creation of the Stockholm EPR Diagnosis Uncertainty Corpus.
This is the first of its kind. Domain expertise was essential for this task. Despite
a difficult task, overall agreement was high, especially when weighting discrepan-
cies closer to each other in the spectrum less than discrepancies further away on
the scale.

Certainty levels for different types of diseases are expressed in different ways, an
important finding for future implementations. Most certainty levels are expressed
through lexical markers, but not all. Test results of different kinds are impor-
tant cues and indicate different levels of certainty, depending on both the disease
type and the test itself. Some diseases are very severe, and are crucial to identify
even if they are very rare. As in the sentence level model, the majority of the in-
stances were affirmed with the highest level of certainty. However, through the
fine-grained model, a broader certainty level picture was gained: a disease that
might not be is very different from one that might be, and the prevalence of these
is significantly high for a distinction to be important.

Disagreements in annotations also reflected subjective interpretations. Uncertain-
ties can be expressed in subtle ways, and the context plays an important role.
Linguistic modifiers can be ambiguous and background knowledge may influence
judgements. For some cases, such issues could be clarified through refining guide-
lines. However, it is impossible to reach perfect agreement, as this phenomenon
to a large extent is inherently subjective. Specifically, boundaries in intermediate
certainty levels are a source for different interpretations, which is also found in the
studies presented by e.g. Khorasani et al. (2003) and Hobby et al. (2000).

How can a corpus annotated for uncertainty on a diagnostic statement level
be used for automatic classification?

Applying a Conditional Random Fields classifier using simple local context fea-
tures yielded promising results, showing that the corpus can be used for automatic
classification. Certainty levels are mostly expressed by lexical markers preceding
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the diagnostic statement, which is shown in Paper V. Best results were obtained
using a window of ±4, i.e. the four preceding and posterior words, lemmas and
part-of-speech features. Although applied on a different certainty level distinction,
on a different language and on a different data set, results are in line with those
presented in Uzuner et al. (2009) in that local context features in a window of ±4
yield best results. This classification model is to be seen as a first step in improv-
ing automatic classification of certainty levels, and the results are useful for future
developers of systems incorporating such a model. In particular, it is clear that
local context features are very important, and that certainty levels to a high extent
are indicated through lexical markers, which is in line with the findings from the
corpus analysis. However, other features may also be important, such as syntactic
information for e.g. conjunctional phrases, and higher-level features such as test
results.

The choice of machine learning algorithm and the overall setup could, of course, be
studied further. A majority class baseline together with a simple classifier baseline
only gives a limited perspective on how such a corpus could be used optimally
for automatic classification. Moreover, as discussed above, discrepancies in the
annotations may influence classification results negatively, where a refined corpus
might yield better results.

How can a corpus annotated for uncertainty on a diagnostic statement level
be used for automatic classification of different information needs (i.e. real-
world scenarios)?

The fine-grained certainty level annotation model applied on a diagnostic state-
ment level can be used for real-word e-health scenarios by identifying different
boundaries on the certainty level scale and creating new, coarser-grained certainty
level groups for automatic classification. The features obtaining best classifica-
tion results in Paper V were used and promising results were obtained for each
scenario, compared to majority class baselines and baseline classifiers not using
context features.

The important take home message is not only that the building of one fine-grained
model and resource can save time and manual labor (as opposed to creating sepa-
rate annotation tasks for each scenario), but also that real-world scenarios should
be kept in mind when creating corpora and classifiers.
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5.2 CONTRIBUTIONS

This thesis contributes resources that are valuable for further research, and knowl-
edge about the characteristics of Swedish medical records when it comes to iden-
tifiable information and medical uncertainty. Two annotation models of certainty
are provided, which are the first in their kind applied on Swedish medical records.
A deeper understanding of the language use linked to conveying medical certainty
levels is gained, from both a layman and domain expert perspective. Most im-
portantly, through a broad coverage approach, knowledge has been gained as to
how uncertainties are expressed when looking at different clinical disciplines and
different diagnostic statement types.

Three annotated resources that can be used for further research have been cre-
ated: the Stockholm EPR PHI Corpus, the Stockholm EPR Sentence Uncertainty
Corpus, and the Stockholm EPR Diagnosis Uncertainty Corpus. One lexicon con-
taining Swedish diagnostic expressions is also produced. Moreover, one of the
corpora has been successfully applied for building automatic classifiers, and for
classification tasks reflecting real-world scenarios.

5.3 POSSIBLE WAYS FORWARD

The overall goal of building more accurate information extraction systems that can
aid clinicians, researchers and other professions in their daily work, and the long-
term goal of improving health care in general, are still future dreams. However,
through the contributions of this thesis, that future is not as distant as before. The
steps taken in the presented research serve as sub-modules in a larger picture that
will develop further in the near future.

As with all research projects, the proposed answers and contributions are accom-
panied with at least as many questions and ideas for future endeavors. With the
knowledge gained from pursuing this journey, many insights have been reached.
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Interdisciplinarity and domain knowledge

Working with medical records requires understanding of the contents of the data.
Building efficient tools requires understanding of technical issues. Building ef-
ficient tools that can handle (noisy) text written in natural language requires un-
derstanding of languages. Working in an interdisciplinary research group facili-
tates this combination and provides invaluable literacy for solving difficult tasks.
Collaborations across different disciplines are emerging, which is evident when
looking at publications in influential conferences.

Clinical language

The findings from this research raises many questions. What importance does con-
text play? Would different results evolve if more context from the medical records
were used? Are there similarities in other languages that could be exploited? We
have already seen that medical records are very similar in content even if they are
written in different languages such as Finnish and Swedish (Allvin et al., 2011). As
was shown in Chapter 2, a large amount of research in this area exists for English;
ongoing research on comparing English and Swedish1 uncertainty expressions in
medical records will perhaps reveal similarities and differences that are useful for
building multilingual tools and for discovering whether existing resources can be
used across languages.

Furthermore, there are other crucial aspects that need to be taken into account when
building more accurate information extraction systems from medical records. For
instance, time is a critical component in health care. When was a disease con-
firmed? When was it first suspected? How long is the time in between? Moreover,
perspective is important: who is the owner of a suspicion, the patient, the treating
clinician, or someone else?

1Collaboration with researchers at the Division of Biomedical Informatics, University of California,
San Diego, USA.
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Language modeling and automatic classification

The approaches taken in this work for modeling the language of uncertainty have
focused on characterizing the phenomenon on a surface level. Results indicate
that syntactic information is important for some cases, e.g. conjunctional phrases,
which should be studied further.

Moreover, the classification approaches have been employed using simple fea-
tures; higher-level features should be studied as well. Whether to build a rule-
based system or a machine learning based system depends on many factors. With
rule-based systems, training data is not needed. On the other hand, such meth-
ods require extensive tailoring - lexical resources, pattern definitions, etc. Ma-
chine learning methods are easier to maintain, but creating training data is time-
consuming.

Defining when results are ’good’ is not trivial. Care needs to be taken in defining
desired thresholds for how well an automated system is to work, and in defining
the task itself. What is the purpose of the classification, in which setting is it to be
used, and what requirements are there?

Uncertainty from a philosophical and psychological perspective

What are the philosophical implications of certainty levels expressed in natural
language? From a psychological perspective, what role do these expressions play,
and how are they interpreted by different actors, e.g. clinicians and patients, in the
case of medical records? Is it feasible to, instead of grouping certainty levels into
discrete categories, whether or not at a scale, represent them in some other way?
Are there shades of certainty, or not, or does this depend on different situations?
Is the task of defining these better suited as a two-way approach, first assigning
polarity (positive or negative)?

Real-world scenarios

As stated in Chapter 1, this research is positioned in a pragmatic framework. The
results are intended to serve practical use, at least in the long run. By creating a
fine-grained annotation model of certainty levels, it is possible to address different
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information needs, e.g. the hospital administrator who needs to identify adverse
events requires a strict distinction between affirmed and negated, the physician
who misses to take action needs a coarser yes-no distinction, and the physician
who would benefit from an automated overview requires a yes-no-maybe, which
is possible to obtain through the created model and could be implemented in an
information extraction system.

The presented scenarios are, of course, only examples of use cases where cer-
tainty level distinctions play an important role. Other examples include medical
education; can medical students benefit from learning about the implications of
uncertainties expressed in medical records? Biosurveillance is another example,
is it possible to detect severe diseases in real time by analysis of medical records?
This is, for instance, studied in ongoing research with the National Institute for
Information and Communications Technology Australia’s (NICTA) Health Busi-
ness Team and Machine Learning Research Group in the case of detecting invasive
fungal infections from radiology reports2. Patients are also playing an increasingly
active role in their own health process, and want to read what is written about them
by medical professionals; what type of tools would be useful for them, and how
do certainty levels play a role in these?

2Initial findings from this work were presented as a poster at the NICTA Techfest 2012; Sydney,
NSW, Australia; 23 February 2012, entitled Bio-Surveillance via Text Mining – Improved Safety for
Patients and Hospitals.
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a b s t r a c t

Background: Electronic patient records (EPRs) contain a large amount of information written
in free text. This information is considered very valuable for research but is also very sen-
sitive since the free text parts may contain information that could reveal the identity of a
patient. Therefore, methods for de-identifying EPRs are needed. The work presented here
aims to perform a manual and automatic Protected Health Information (PHI)-annotation
trial for EPRs written in Swedish.
Methods: This study consists of two main parts: the initial creation of a manually PHI-
annotated gold standard, and the porting and evaluation of an existing de-identification
software written for American English to Swedish in a preliminary automatic de-
identification trial. Results are measured with precision, recall and F-measure.
Results: This study reports fairly high Inter-Annotator Agreement (IAA) results on the man-
ually created gold standard, especially for specific tags such as names. The average IAA over
all tags was 0.65 F-measure (0.84 F-measure highest pairwise agreement). For name tags the
average IAA was 0.80 F-measure (0.91 F-measure highest pairwise agreement). Porting a de-
identification software written for American English to Swedish directly was unfortunately
non-trivial, yielding poor results.
Conclusion: Developing gold standard sets as well as automatic systems for de-identification
tasks in Swedish is feasible. However, discussions and definitions on identifiable information
is needed, as well as further developments both on the tag sets and the annotation guide-
lines, in order to get a reliable gold standard. A completely new de-identification software
needs to be developed.

© 2009 Elsevier Ireland Ltd. All rights reserved.

1. Introduction and background

Within hospital care there has been an explosion in the pro-
duction of electronic patient records (EPRs) in digital form. A

∗ Corresponding author. Tel.: +46 8 16 11 74.
E-mail address: sumithra@dsv.su.se (S. Velupillai).

large amount of these records contain unstructured free text
that is almost never reused. This information is considered
very valuable for research but is also very sensitive since the
records contain information that may reveal the identity of
the patient. In this paper we evaluate a manual and comput-

1386-5056/$ – see front matter © 2009 Elsevier Ireland Ltd. All rights reserved.
doi:10.1016/j.ijmedinf.2009.04.005

83



Author's personal copy

e20 i n t e r n a t i o n a l j o u r n a l o f m e d i c a l i n f o r m a t i c s 7 8 ( 2 0 0 9 ) e19–e26

erized annotation of identifiable information on a subset of
a comprehensive hospital EPR data set, in order to compile a
de-identified gold standard.

The paper is organized as follows: the rest of this section
contains background information regarding previous work
with protected health information in EPRs as well as work
on annotated data sets. The following section, Section 2,
describes the method choices made for the manual annota-
tion trial and the automated annotation trial, as well as the
evaluation metrics used. The results on the manual and auto-
mated annotation trials are discussed and described in Section
3, including some thoughts on strengths and limitations as
well as implications for further research.

1.1. Ethical and legal issues in the reuse of
information in EPRs

The health care system must take special considerations
regarding ethical issues, where the Hippocratic oath is an
important principle. Research on information contained in
EPRs must be considered protected from an ethical point-
of-view. The authorities in the US that approves research
that is sensitive from an ethical point-of-view, such as for
example using EPRs in research, are the local Institutional
Review Boards (IRBs). In Sweden we have the corresponding
regional Ethics Committees. Permission to perform research
on EPRs can be approved under the condition that the clinical
files are de-identified with regard to patient name and social
security number. It is also required to de-identify the EPRs fur-
ther, removing other types of information that may identify a
patient, such as names of relatives and addresses. This can
be done by using automatic methods. Once approval is given
from an Ethics Committee, actual data release is authorized
by hospital management.

1.2. Identifying protected health information in EPRs

Techniques for identifying protected health information (PHI)
in EPRs have been studied mainly on EPRs written in English.
Named entity recognition (NER) is a technique where cate-
gories such as names of persons, places and organizations
and points in time are automatically extracted from texts.
Such methods are often used in automatic de-identification
systems. Sweeney [1] describes the Scrub system applied on
a small subset of pediatric EPR files (275 records). The Scrub
system reaches almost 99 percent precision. The De-id de-
identification software described in [2], obtained a recall of
97 percent and a precision of 75 percent on EPRs written in
English. This system is rule-based and relies heavily on exter-
nal resources.

In Sibanda and Uzuner [3] methods for identifying PHI
using local context without need for extensive amounts of
external resources and hand-crafted rules show promising
results. At the i2b2 Center, a fully de-identified EPR text
set [4] has been developed which has been used in shared
tasks. Unfortunately, there is no detailed description of the
annotation process of the 889 discharge summaries that
were de-identified. An evaluation of different de-identification
software systems applied on the i2b2 material is described
in Uzuner et al. [5] where the best system (Szarvas et al.

[6]), gained an F-measure of 97 percent, a precision of 99
percent and a recall of 96 percent. In Uzuner et al. [7], sev-
eral de-identified corpora were used to evaluate a set of
de-identification tools. In particular, they develop a new de-
identifier, Stat De-id, which uses local context and is based on
Support Vector Machines (SVMs). The system shows promis-
ing results, especially for handling fragmented and noisy texts
such as EPRs.

So far, there are not many studies on de-identifying EPRs
in Swedish. Kokkinakis and Thurin [8] have worked with de-
identifying 200 hospital discharge letters in Swedish achieving
97 percent precision and 89 percent recall.

As the systems described above are mainly based on dif-
ferent training and test data sets, it is difficult to compare the
performance values. Moreover, details on the characteristics
of the corpora (pre-processing choices and possible problems)
as well as algorithm choices may affect the results and make
comparisons even more problematic. They do, however, serve
as good examples of research carried out in this area, and as
pointers as to what kind of procedures, approaches and results
may be considered state-of-the-art.

1.3. Annotated data sets and Inter-Annotator
Agreement

Manually annotated data sets are often used for developing
and evaluating automatic systems, as well as for supporting
empirical claims, especially for different natural language pro-
cessing tasks. Developing well-defined guidelines and tag sets
for such annotations is important and crucial for the perfor-
mance of the automatic systems. Moreover, such data sets
need to be both representative and reliable. A data set is con-
sidered reliable if it can be shown that the annotations have
high agreement on the tags assigned for the annotation task
between the annotators [9].

By measuring the Inter-Annotator Agreement (IAA) in such
data sets it is possible to identify possible weaknesses and
strengths in the annotation task. Inconsistencies between the
annotators indicate either that some annotations are wrong,
or that the annotation scheme is inappropriate for the data
set [9]. There exist many IAA measures that are more or less
appropriate for different annotation tasks.

In Wilbur et al. [10], the construction of an annotated
biomedical text set is described with respect to both anno-
tation guidelines, annotation work and IAA, with results
reported mainly with F-measure. In Uzuner et al. [7] the
manual annotation of a corpus containing 90 authentic dis-
charge letters is described. The annotation was carried out
using three annotators and the IAA between them measured
by Kappa was 100 percent. It is, however, not described if
this value was reached after several annotation iterations or
directly.

1.4. The Stockholm-EPR corpus

In prior work our research group has gained access to several
hundred thousand EPRs from the Karolinska University Hospi-
tal and Stockholm City Council. This access has been granted
by the hospital management at the Karolinska University Hos-
pital after approval from the Stockholm Ethics Committee
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(Etikprövningsnämnden i Stockholm). These records contain
both structured and unstructured entries, such as measure-
ment values and sections of free text. The records were
delivered to us “de-identified” in the sense that they did not
contain any patient’s personal name or social security number
in the structured fields of the EPRs. However, the unstruc-
tured free text parts may still contain PHI instances. Therefore,
to make the EPR data set accessible to a broader group of
researchers both in medicine, linguistics and computer sci-
ence, these PHIs need to be removed. In our Work in Progress
Proposal [11] we have proposed certain steps to annotate a
subset of the Stockholm-EPR corpus for full de-identification.
In this study we will present the initial development and eval-
uation of our de-identification approach for this EPR data set,
which we call the Stockholm-EPR-Gold-Standard.

One general aim of this project is to make it possible
for researchers to use the abundant digital textual informa-
tion that is available in EPRs, without risking the exposure
of any patient’s PHI. Specific aims are: (1) to develop and
evaluate a manually de-identified gold standard of EPRs writ-
ten in Swedish, and (2) to port and evaluate an automatic
de-identifying software developed for American English to
Swedish, in a PHI-annotation trial.

2. Methods

The EPRs we are studying originate from over 2000 clinics in
the Stockholm area. The work consists of two main parts: (1)
the manual creation of a gold standard with all PHI instances
tagged and classified and (2) the porting, adaptation and eval-
uation of an existing automatic de-identification system for
Swedish.

2.1. The Stockholm-EPR-Gold-Standard

A gold standard corpus from 100 EPRs in Swedish has been
constructed. As the EPRs may vary in language usage, style
and other aspects between clinics, the gold corpus has been
compiled from five different clinics: Neurology, Orthopae-
dia, Infection, Dental Surgery and Nutrition. The records are
distributed evenly genderwise (five patients per gender and
clinic). The records containing the most free text per clinic
and gender were included in the corpus. As the records were
extracted from a medical record system database, they con-
tained a number of columns with structured data as well as
columns with free text. Although the main interest for the
research carried out here lies in the free text, we included all
columns in the gold standard set. This makes the calculations
over types and tokens different, depending on which data is
included. The manual annotations were made on the data set
containing all columns, where the total number of tokens was
around 380 000, the total number of types was around 31 000.
Counting only the free text columns, the gold standard con-
tains around 174 000 tokens (around 20 000 types). Naturally,
these amounts may differ depending on how types and tokens
are defined. EPRs contain a lot of numbers (medication pre-
scriptions for instance) and other types of entities that may be
defined in different ways when it comes to types and tokens.
Here, numbers are included as tokens and types.

2.2. Creating a gold standard

As there are no general guidelines on which information is
required to be deleted from EPRs in Sweden, we have followed
the U.S. Health Insurance Portability and Accountability Act
[12] and created a tag set covering the 18 PHI types given
in this act. This includes the following 18 items: Names,
Locations, Dates, Ages > 89 years, Telephone numbers, Fax
numbers, Electronic mail addresses, Social security numbers,
Medical record numbers, Health plan beneficiary numbers,
Account numbers, Certificate/license numbers, Vehicle iden-
tifiers, Device identifiers and serial numbers, Web Universal
Resource Locators (URLs), Internet Protocol (IP) address num-
bers, Biometric identifiers, and Any other unique identifying
number or characteristic.

We have intentionally extended the set of PHI-tags to cover
ethnicity and relations (such as sister and daughter), as we
believe such instances may reveal crucial identifiable infor-
mation. Names are divided into full, first and last names, and
nested if applicable. They are further divided into tags cov-
ering patient, relative or clinician, as these may be useful for
future research on identification and classification of seman-
tic roles. All other names are tagged with a generic name tag.
Hence a name of a nurse such as “John Smith” would be tagged
the following way:

< Clinician Full Name >< Clinician First Name > John

< /Clinician First Name >< Clinician Last Name > Smith

< /Clinician Last Name >< /Clinician Full Name > .

Locations are divided into street addresses, towns, coun-
tries, municipalities, organizations and health care units.
Dates are tagged either as full date (an instance contain-
ing year, month and date), date part (month and/or date) or
year.

The tag set was developed in two iterations, by initially
annotating a small subset of the Stockholm-EPR corpus with
an early version of the tag set. The results from this annotation
were used for improving and developing the second version
of the tag set. The second tag set includes some more fine-
grained tags, in order to distinguish some aspects of different
entities. We deliberately chose not to specify the guidelines in
great detail, as we wanted to discover what kind of discrep-
ancies and coverage we would obtain by having less detailed
definitions in some cases, and as we intended to make this
annotation task a multi-procedure. This is, of course, prob-
lematic when it comes to comparability and reproducibility
of the annotation task. The approach does however have
the advantage that a deeper knowledge about the char-
acteristics of the observed PHI instances can be further
scrutinized.

The second version of the tag set was used for annotat-
ing the gold standard set of 100 EPRs. Three annotators (one
senior medical researcher (SM), one senior computer science
researcher (SC) and one junior computer science researcher
(JC)) have annotated the set. The annotators worked sepa-
rately, with no discussions during the annotation process,
which we believe is useful in order to find which tags might
be problematic and need to be further defined. We used the
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plugin Knowtator [13] within the Protégé 3.3.1 Ontology Editor
and Knowledge Acquisition System [14] for the annotations.

2.3. Porting the De-id software to Swedish

The de-identification software package De-id [2] for EPRs writ-
ten in American English is one of the few de-identification
softwares which is both well documented, has shown good
results for American English and which is freely available.
It is rule-based and relies on lexical resources. For these
reasons we decided to port it to Swedish by adapting it to
the Swedish language through language-specific rules and
resources. We have used a very straight on approach, cre-
ating lexical resources with very little manual interference.
Specifically, we have adapted the system to take care of
Swedish telephone numbers, social security numbers and date
formats. The new De-id software is called Deid-Swe. Our Deid-
Swe software also uses external resources such as Swedish
pharmaceuticals lists, taken from FASS [15]. Added to these
was a list of Swedish names of diseases, taken from Wikipedia.
Furthermore, lists of addresses and person names have been
gathered from the web. De-id [2] uses name lists that contain
both clinician names and patient names taken from hospi-
tal databases that were connected to the EPRs. Unfortunately,
we did not have access to any hospital database with names.
Instead, we used a large number of names (male and female),
first names and last names gathered from a web site contain-
ing Swedish names [16]. We used different sized variants of
these lists covering 10 000 names in each list to over 100 000
names in each list.

The list of addresses contains all street addresses from
major parts of Stockholm, taken from electronic municipality
maps, and the lists of personal names was taken from a web
site listing all names in the civil registry. The learning module
of a Swedish Named Entity Recognizer [17] was used to extract
2000 new locations and 4000 new organizations from our set
of EPRs (excluding the clinics in the gold standard corpus).
The list of organizations contains 2000 clinic names and was
included in the hospital lists for Deid-Swe, while the 2000 new
locations were added to the address list and companies were
concatenated with the company list. The address list con-
tained 10 000 addresses and the company list contained 2000
companies. Finally, mimicking the original De-id package, two
lists of high frequency tokens in the EPR set was generated
from the complete set. The first of these two lists encompasses
the 5000 most common tokens while the second covers the
50 000 most common tokens. These are used for the system

not to annotate common tokens as PHI instances. The Amer-
ican test EPRs contain about 26 000 types and 336 000 tokens
and the Swedish Gold corpus contains 20 000 types and 174 000
tokens (counting only the free text parts). There is less than
a factor 2 in difference between the two domains. The style
of the Swedish EPRs and the American English EPRs is very
similar when it comes to structure, with notes that describe
different sequences in the health care process.

2.4. Evaluation metrics

The results are mainly evaluated with Inter-Annotator Agree-
ment (IAA): precision, recall and F-measure as main outcomes.
Similarly to Wilbur et al. [10], we have not used the commonly
used Kappa statistic for measuring IAA. This is mainly moti-
vated by the fact that there are no random agreement models
that would be suitable for this annotation task, especially
given the large number of annotation classes. Moreover, Kappa
measures are difficult to compare across data sets. These
issues are discussed in more detail in for instance Wilbur et
al. [10], with further references. Precision (also called posi-
tive predictive value, PPV) and recall (also called sensitivity)
are measures commonly used in Information Retrieval and
Extraction and provide a means to analyze the coverage of
the annotated items by each annotator. F-measure is the har-
monic mean of precision and recall. Reporting precision, recall
and F-measure makes it possible to directly analyze how the
annotations are actually distributed.

Moreover, as this annotation task has several annotation
classes (tags), average precision, recall and F-measure can
be calculated at a micro- or macro-level. Reporting micro-
averaged results means that precision, recall and F-measure
are calculated on a global total amount of annotations, while
reporting macro-averaged results means that precision, recall
and F-measure are calculated for each annotation class and
averaged.

We have measured the IAA pairwise between the three
annotators, getting as the final result the average pairwise
measure. The results are also calculated over spans and
classes. IAA for the manually created gold standard has been
measured in Knowtator. Here, spans are defined as the exact
length and position of an annotation, classes are defined as the
annotation tags. This distinction may be very valuable, since
high discrepancies might be due to indistinct definitions of
the created tags. However, for de-identification, having high
agreement results over spans is preferred over high results
over classes.

Table 1 – The pairwise agreement in spans between the three annotators measured as recall, precision and F-measure for
all PHI-tags.

Annotators Micro Macro

Precision Recall F-measure Precision Recall F-measure

JC–SC 0.55 0.49 0.52 0.37 0.29 0.31
JC–SM 0.83 0.68 0.75 0.38 0.34 0.35
SM–SC 0.45 0.48 0.46 0.34 0.3 0.29

Average 0.61 0.55 0.58 0.36 0.31 0.32
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Table 2 – The agreement in classes between the three annotators measured as recall, precision and F-measure for all
PHI-tags.

Annotators Micro Macro

Precision Recall F-measure Precision Recall F-measure

JC–SC 0.61 0.54 0.57 0.46 0.37 0.39
JC–SM 0.94 0.76 0.84 0.47 0.39 0.42
SM–SC 0.53 0.57 0.55 0.36 0.33 0.32

Average 0.69 0.62 0.65 0.43 0.36 0.38

Table 3 – The pairwise agreement in spans between the three annotators measured as recall, precision and F-measure for
all name tags.

Annotators Micro Macro

Precision Recall F-measure Precision Recall F-measure

JC–SC 0.89 0.68 0.77 0.65 0.58 0.6
JC–SM 0.95 0.87 0.91 0.57 0.54 0.55
SM–SC 0.80 0.66 0.72 0.55 0.47 0.50

Average 0.88 0.74 0.80 0.59 0.53 0.55

3. Results

3.1. Gold standard corpus

In total, the average number of annotations was 4794. The
average IAA over spans for all PHI-tags for the three anno-
tators was 0.58 F-measure (micro-averaged). The pairwise
agreement ranged between 0.46 and 0.75 F-measure, micro-
averaged (Table 1). For classes, the average IAA was 0.65
F-measure, with a pairwise agreement ranging between 0.55
and 0.84 F-measure, micro-averaged (Table 2). The macro-
averaged results were consistently lower, which is probably
due to the fact that some annotation tags, although being
similar, were used differently, but consistently, by the annota-
tors. The agreement was consistently higher between the two
annotators SM and JC compared with the agreement with SC.

The IAA over spans and classes varied among the dif-
ferent subgroups of the PHI-tags. The average agreement
over spans for name tags, for instance, was very high, 0.80
F-measure (micro-averaged), with a pairwise agreement rang-
ing from 0.72 to 0.91 F-measure, micro-averaged (Table 3).
The average number of annotations covering all names was
1646, amounting to 34 percent of the total number of anno-
tations. Locations (including tags such as “Health Care Unit”
and “Street Address”), on the other hand, had much lower
agreement results over spans, with an average agreement of

0.29 F-measure (micro-averaged), pairwise agreement ranging
from 0.17 to 0.38 F-measure, micro-averaged (Table 4). These
results were higher when looking at the results for class: aver-
age agreement was 0.48 F-measure (micro-averaged), pairwise
agreement ranging between 0.35 and 0.68 F-measure, micro-
averaged (Table 5). These results might reflect a need for more
specific definitions on the usage of the location tags. In par-
ticular, the discrepancies were often due to differences in the
coverage of a tag. An instance such as “Avdelning 22, Karolin-
ska Universitetssjukhuset, Solna” could be tagged with one
“Health Care Unit”-tag, or several, and it could also include
the “Municipality” or “Town”-tag for “Solna”. In total, the aver-
age number of annotations covering locations were 1370 (29
percent of the total number of annotations). Phone numbers
amounted to an average of 2 percent of the total number of
annotations.

3.2. Evaluation of Deid-Swe

The results for Deid-Swe have been measured against the
manually created gold standard, by using each manually
annotated set as the gold standard. In general, Deid-Swe heav-
ily overgenerated PHI instances, which resulted in very low
F-measures ranging between 0.04 and 0.16, where precision
was 0.03–0.09 and recall was 0.56–0.76. We performed a man-
ual evaluation on a small subset of the gold corpus and found

Table 4 – The pairwise agreement in spans between the three annotators measured as recall, precision and F-measure for
all location tags.

Annotators Micro Macro

Precision Recall F-measure Precision Recall F-measure

JC–SC 0.27 0.4 0.32 0.41 0.39 0.4
JC–SM 0.48 0.31 0.38 0.54 0.41 0.47
SM–SC 0.12 0.28 0.17 0.26 0.34 0.29

Average 0.29 0.33 0.29 0.40 0.38 0.39
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Table 5 – The pairwise agreement in classes between the three annotators measured as recall, precision and F-measure
for all location tags.

Annotators Micro Macro

Precision Recall F-measure Precision Recall F-measure

JC–SC 0.35 0.53 0.42 0.51 0.47 0.49
JC–SM 0.88 0.56 0.68 0.65 0.47 0.55
SM–SC 0.25 0.59 0.35 0.32 0.47 0.38

Average 0.49 0.56 0.48 0.49 0.47 0.47

that Deid-Swe performed quite well on dates, but overgener-
ated exceedingly on most other tags. We also tried to change
the size of the lists of 5000 and 50 000 most common tokens
to smaller lists but unfortunately this did not improve the
results. We also tried to use name lists in different sizes, which
resulted in slightly better results when using smaller lists.
The smaller lists contained 10 000 first names and 20 000 last
names.

4. Discussion

In this study we develop and evaluate a manual gold stan-
dard annotated for de-identifying EPRs written in Swedish,
and a de-identification software for the automatic annota-
tion of PHI instances. The main findings were that IAA was
fairly high in general and very high in certain classes such
as names, using both manual and computerized annotation.
Unfortunately, the porting of an existing computerized de-
identification system (De-id) to Swedish (Deid-Swe) did not
yield good results, mostly due to the fact that Deid-Swe was
difficult to adapt to Swedish EPRs.We have the impression
that since De-id is rule-based, the required resources and
heuristics need to be tuned and are difficult to generalize to a
new domain and language. Our plan is to create a completely
new de-identification software for Swedish, starting by using
rules and lexical resources, after which it will be augmented
using some sort of semi-supervised machine learning tech-
nique such as iterative machine learning [6] or active learning
[18].

4.1. Strengths and limitations

The main strength is that our research to our knowledge has
previously not been carried out on Swedish EPRs, and that
it is unique due to the kind of textual data being used. PHI-
annotation and IAA in this respect has received little attention.
The gold corpus has been compiled from five different clinics
which is another advantage, as it covers different language
use, style and other aspects within clinics. Although Uzuner
et al. [5,7] describe similar work, there are not many details
regarding the creation of the manually annotated resources,
especially regarding IAA results of the annotation classes and
whether the resources were created in a one-stage or multi-
stage procedure. Our approach on identifying PHI instances
both manually and computerized in a non-English setting is
not previously evaluated. We have also used annotators with
different backgrounds, which is very valuable for further anal-
ysis of the results.

A main limitation is our restricted adaptation of Deid-
Swe when it comes to for instance compound constructions,
lemmatization, language-specific characters and misspellings
in a Swedish context. Moreover, there was no documenta-
tion in De-id regarding how to balance the different lexical
resources, which might have been one of the main drawbacks.
We tried a large number of combinations of sizes of the lexical
resources to see if that would improve our results. In partic-
ular, the approach to gather lexical resources automatically
with very little manual intervention proved to be problem-
atic. The resources clearly need to be manually scrutinized and
cleaned. For instance, many names are also common tokens
or ambiguous in other ways, which need to be handled sepa-
rately.

Furthermore, the IAA trial on the manually created Gold
standard was performed in one phase where a multi-stage
procedure would have increased our figures. We believe that a
consensus on the tag set can be achieved by further iterations
in the annotation process. In particular, a thorough analysis of
the current version of the gold standard makes it possible to
identify which PHI instances might be problematic for future
systems by analyzing the discrepancies. Such an approach
does, however, have the disadvantage of making it more dif-
ficult to reproduce the same annotation task. Given thorough
documentation on the iteration stages and steps taken, we
believe a reliable and reproducible gold standard can be cre-
ated.

4.2. Gold standard and Deid-Swe

Our results on the gold standard corpus and IAA (0.65 average
F-measure (micro-averaged), 0.84 F-measure highest pairwise,
Table 2) can be considered high taking account our one phase
procedure and the limited training. Our results are lower, but
in line with Mani et al. [19], however that study was based on
annotation of protein names.

Our figures on IAA over spans and classes varied widely
among the different subgroups (0.80 average F-measure for
names (spans), Table 3, 0.29 average F-measure for locations
(spans), Table 4), can be compared to 0.85 F-measure for
acronym tags and 0.15 F-measure for array-protein tags in the
study from Mani et al. [19]. This indicates that further refine-
ments and definitions of the PHI-tag set are needed.

The results we obtained on this initial manual annotation
trial may also reflect the complexity of the annotation task.
We have, in contrast to the work presented in Uzuner et al. [7],
fine-grained some of the PHI-tags, which has resulted in some
discrepancies that might not have arisen given more gen-
eral PHI-tags. Clearly, more detailed annotation guidelines are
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needed in order to achieve higher IAA results. This was, how-
ever, expected, as we did not have prior knowledge as to how
such instances were actually represented in the EPRs. For this
reason, we believe further annotation iterations are needed.
We plan to analyze our results according to such performance
measures as are described in Chinchor and Sundheim [20] and
Hirschman et al. [21] in our future developments of the gold
standard corpus.

Due to overgeneration we received very low IAA between
the three annotators and Deid-Swe, because of very low pre-
cision. The results can be considered an underestimate due
to the limitations mentioned above. These low quality results
correspond well with the results presented in [22] for De-id
ported to French and used on EPRs written in French.

4.3. Feasibility

Each EPR takes on average 30 mins to de-identify manually,
and considered workable for the 100 EPRs. The annotation
software was appropriate for the task, however limited by the
format of the text files. The computer-based annotation was
performed in minutes. The porting of the De-id software from
American English to Swedish went smoothly when it comes to
practical issues such as compiling and running the system. It
did, however, require extensive work on creating appropriate
resources.

4.4. Implications for health care policy

De-identification is crucial for the possibility of performing
further research on a corpus containing sensitive and private
information. However, guidelines and definitions on which
PHI instances in EPRs that need to be removed in order for
them to be considered secured from re-identification risk need
to be developed and discussed. Another aspect is considering
the appropriate level of de-identified EPRs prior to distributing
them for research. Removing all instances of names, phone
numbers and addresses could possibly be sufficient for giv-
ing access to research, with a more rigid security at the next
level. We have shown that such instances can be identified
with high accuracy. We believe that the 18 PHI instances listed
in HIPAA are not appropriate for a Swedish standard on which
PHI instances need to be removed for an EPR to be consid-
ered fully de-identified for research purposes. De-identifying
instances covering dates and health care units for instance are
not as crucial as other classes such as relations and ethnic-
ity, which we believe contain a much higher risk for possible
re-identification.

4.5. Implications for research

In a long-term perspective, we are planning to apply differ-
ent text mining and information extraction techniques for
exploiting the valuable information that this type of data sets
contains. We believe that such methods may benefit many
diverse research areas such as medicine and epidemiology. As
a first step we are planning to do research in the area of spec-
ulative language. EPRs contain a potentially large amount of
speculation, uncertainty and negation together with certainty
and confirmation. This property is significant for the diag-

Summary points
What was known before the study:

• Free text parts in electronic patient records (EPRs)
contain a potentially large amount of valuable infor-
mation. In order to make them available for research,
all instances of protected health information (PHI)
need to be removed.

• Automatic methods for de-identification of EPRs have
shown promising results for English, with high results
in precision, recall and F-measure.

• Manually created gold standard data sets are needed
for evaluation, and such sets need to be both represen-
tative and reliable.

What this study adds:

• We have created a preliminary gold standard in de-
identified EPRs written in Swedish, with fairly high
Inter-Annotator Agreement (IAA) results. The results
show very high results for some PHI-tags, and lower
for others, which indicates a need for further develop-
ment and definitions of PHI instances. This is one of
the first results reported on IAA for PHI.

• Porting the automatic De-Id system from American
English to Swedish was problematic and non-trivial,
probably due to difficulties in translating its rules to
Swedish and balancing the lexical resources. It is prob-
ably more time efficient to construct a completely
new software for de-identification of EPRs written in
Swedish.

nosis and documentation procedure, and is very important
to extract. For many text mining and information extraction
tools, such issues are seldom taken into account, which we
believe is problematic. A more detailed description of the
research we propose to perform after the de-identification
process can be found in Velupillai et al. [11].

5. Conclusions

Our evaluation of a manual gold standard for de-identifying
EPRs revealed that the IAA in general and especially in cer-
tain classes (e.g. names) was fairly high. However, several
classes have a low IAA, possibly due to both limitations in our
approach as well as limits in what is possible to achieve. Using
computerized annotation resulted in very low figures, but
these are considered possible to increase with further system
development using a different approach. Transporting a rule-
based de-identification system developed for one language
into another language directly is problematic and non-trivial,
and such issues need to be considered when performing this
type of research. Moreover, for evaluation, manual annota-
tions are needed. Such work is very time-consuming, and
depending on the difficulty of the annotation task and scheme,
several iterations may be needed in order to achieve a reli-
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able corpus. As there are no general thresholds of what results
should be considered good for any given annotation task, such
decisions must be made based on the task at hand. For de-
identification, it is crucial to ensure the reliability of the gold
corpus, as the integrity of the patient must be ensured. The
gold corpus created for this work will be further analyzed and
developed in order to ensure its reliability.
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Abstract 
Clinical texts contain a large amount of information. Some of this information is embedded in contexts where e.g. a patient status is 
reasoned about, which may lead to a considerable amount of statements that indicate uncertainty and speculation. We believe that 
distinguishing such instances from factual statements will be very beneficial for automatic information extraction.  
We have annotated a subset of the Stockholm Electronic Patient Record Corpus for certain and uncertain expressions as well as 
speculative and negation keywords, with the purpose of creating a resource for the development of automatic detection of speculative 
language in Swedish clinical text. We have analyzed the results from the initial annotation trial by means of pairwise Inter-Annotator 
Agreement (IAA) measured with F-score. Our main findings are that IAA results for certain expressions and negations are very high, 
but for uncertain expressions and speculative keywords results are less encouraging. These instances need to be defined in more detail. 
With this annotation trial, we have created an important resource that can be used to further analyze the properties of speculative 
language in Swedish clinical text. Our intention is to release this subset to other research groups in the future after removing 
identifiable information. 

1. Introduction 
The use of electronic patient records (EPRs) 1 is 
increasing in the healthcare sector, which leads to a 
growing amount of digitalized data. Automatic 
methods for accessing information from such data is an 
important research area. 
The Stockholm Electronic Patient Corpus (Stockholm 
EPR Corpus) is a clinical corpus containing over one 
million patient records, encompassing 2 000 clinics 
from the Stockholm area stretching over the years 2006 
to 2008 (Dalianis et al., 2009). The Stockholm EPR 
Corpus contains both structured information and 
unstructured information (free text). The free text 
entries are semi-structured, since the free text is 
entered under several free text categories, for example 
Bedömning (Assessment), Aktuell status (Current 
status), Social Bakgrund (Social Background). 
In EPRs, the patient status is described and reasoned 
about. We believe that this leads to a considerable 
amount of statements that indicate uncertainty and 
speculation, where clinicians describe situations that 
are difficult to confirm. Distinguishing such instances 
from factual, or certain, instances is important if the 
information is to be extracted automatically, since the 
former alters the meaning of the expression. In the long 
run, systems for Information Extraction, Information 
Retrieval or Knowledge Discovery may be improved 
by including such distinctions, where, for instance, a 
clinician would benefit from accessing information 
about previous, similar cases when faced with a 
difficult situation. 
We have annotated a subset of the Stockholm EPR 
corpus for certain and uncertain expressions as well as 
speculative and negation keywords, with the purpose  
 

                                                             
1This research has been carried out after approval from 
the Regional Ethical Review Board in Stockholm 
(Etikprövningsnämnden i Stockholm), permission 
number 2007/1625-31/5. 

 
of creating a resource for the development of automatic 
detection of speculative language in Swedish clinical 
text.  
Our aim is to analyze the results from the initial  
annotation trial by means of pairwise Inter-Annotator 
Agreement (IAA) measured with F-score. Our 
intention is to release this subset to other research 
groups in the future, after ensuring that no identifiable 
information is included in the subset.  

2. Previous research 
Research on the identification of speculative language, 
or “hedging”, has gained a large amount of interest 
lately, especially for scientific articles and abstracts in 
the biomedical domain. Research findings often 
contain tentative results, where further analysis might 
be needed. Distinguishing such findings from factual 
statements is crucial for information extraction systems. 
Several research groups have analyzed the 
characteristics of speculative language in biomedical 
scientific writings. 
Light et al. (2004) found 11 percent speculative 
language in Medline abstracts from scientific articles in 
Biomedicine. Here, four annotators annotated 891 
sentences each as either highly speculative, low 
speculative, or definite. Their Inter-Annotator 
Agreement (IAA) results, measured with kappa, ranged 
between 0.54 and 0.68. They also found that the 
majority of the speculative sentences appeared towards 
the end of the abstract. Finally they also annotated a 
larger set of sentences (the last two sentences in all 
annotated data sets, (i.e. the last two sentences in the 
abstracts)) containing in total 2 093 sentences and 
found 18 percent speculative sentences and 82 percent 
definite sentences.  
In the BioScope corpus (Vincze et al., 2008), 
both medical (clinical) free texts, biological full papers 
and biological scientific abstracts have been annotated, 
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encompassing more than 20 000 sentences, where over 
10 percent of the sentences were either speculative or 
negated. We are specifically interested in the results for 
the clinical sub-corpus where 13.55 percent of the 
clinical texts contained negation and 13.99 percent 
contained speculative keywords However, the authors 
do not report any results of whether negation and 
speculation keywords co-occur. In Kilicoglu & Bergler 
(2008), non-lexical features for identifying speculative 
language are used (as well as lexical cues). Some of 
these are defined as negated non-speculative 
(“unhedging”) cues, such as no evident. They report 
promising results on the automatic identification of 
speculative language in biomedical research articles. 
The IAA results in the clinical sub-corpus of BioScope 
for negation keywords ranged between 91 and 96 
percent F-score, and for speculative keywords the 
results ranged between 84 and 92 percent F-score. 
These results indicate that negation keywords seem to 
be easier to identify than speculation keywords. In 
Light et al. (2004), methods for automatic 
identification of speculative language by using 
annotated corpora have also been developed. Using 
Support Vector Machines (SVM), and evaluating with 
10 fold cross evaluation, 84 percent precision and 39 
percent recall was obtained. 
Özgür & Radev (2009) used two parts of the annotated 
BioScope corpus, namely the biological full papers and 
biological scientific abstracts (9 full text papers and 1 
273 abstracts) for automatic identification of 
speculative language. They also used SVM for two 
classification tasks: identifying keywords used in 
speculative context, and determining the scope of these 
keywords. For scientific abstracts they obtained 88.16 
percent recall, 95.21 percent precision and 91.50 
F-score. They also found that speculative keywords 
co-occur and that they are more common in the 
Conclusion and Discussion parts of the articles. 
Morante & Daelemans (2009) describe work on the 
same two classification tasks on all three BioScope 
subcorpora. Here, different machine learning methods 
are used for the different tasks, including SVM, 
Memory-based learning and Conditional Random 
Fields (CRF). Overall, the results for abstracts and 
papers are considerably higher than for clinical text for 
the first classification task, which influences results on 
the second classification task. These results show that 
differences in text type are important to consider. 

3. Method 
We have annotated 6 740 randomly extracted sentences 
from the Stockholm EPR corpus, from the free text 
category Bedömning (Assessment). Three annotators 
with no prior knowledge of the content worked on the 
task; one senior level student (SLS), one undergraduate 
computer scientist (UCS), and one undergraduate 
language consultant (ULC). 
In order to make the corpus comparable, we developed 
guidelines similar to those for the BioScope corpus 

(Vincze et al., 2008). However, in the BioScope corpus, 
certain expressions, as well as expressions containing  
question marks (?), were not annotated. The following 
annotation classes were used in the work presented 
here:   Certain_expression,  Uncertain_expression, 
Negation, Speculative_words, Undefined_expression  
and Undefined_speculative_words.  
For each randomly extracted sentence, the full free text 
entry was shown to the annotators, in order for them to 
see the context of the sentence. (See Examples 1 and 2 
below). Sentences were extracted using a simple 
tokenizing strategy based on regular expressions. Each 
sentence had to be judged either as a certain, uncertain 
or undefined expression. In cases where a sentence 
contained both, for instance through subordinate 
clauses, a sentence could be broken into 
sub-expressions. Within these expressions, negated or 
speculative keywords were annotated if present. By 
doing this, both sentence level and token level 
annotations were captured. We did not, however, in this 
annotation trial, include annotations for the scope of a 
token level speculative or negated keyword, i.e. those 
syntactic units that are modified by the keyword In 
even intervals (in total seven), during the three working 
weeks, the group of annotators met to discuss the task. 
This was carried out in order to measure IAA results 
over time and after resolving problems, similar to 
Haverinen et al. (2009).  

4. Results 
We have measured IAA by pair wise F-score, treating 
one set of annotations as the gold standard for each 
combination of annotator pairs. As a final result, we 
give the average result. We have measured both partial 
and exact matching. Exact matching is at token level 
while partial matching is at character level. In Tables 1, 
2, 3, 4 and 5, results are shown. 
 

Looking at sentence level, the IAA results for 
Certain_expression were in general very high (0.84 
F-score for exact matches) while considerably lower 
for Uncertain_expression, see Tables 1 and 2.  
Having discussions among the annotators in time 
intervals yields an improvement for results on 

 
Table 1. Results for Certain Expression, pairwise 

IAA (F-score) over time both for partial and  
exact matching.  
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Certain_expression, we also see a convergence 
between partial and exact matching, see Table 1.  For 
Uncertain_expression, results over time are very 
disparate. However, we also see a tendency for 
convergence between partial and exact matching, 
specifically between annotation intervals 5 to 7, which 
is probably due to the discussions among the 
annotators, see Table 2. 
 

 
The annotation class Speculative_words obtains low 
IAA results in general, see Table 3. However, we also 
see a tendency for convergence between partial and 
exact matching and discrepancies between exact and 
partial matches are lower here, which shows that larger 
scopes for annotating uncertain expressions, see Table 
2, are more difficult to define. 
 

 
Negation keywords obtained very high IAA results 
(over 0.80 F-score), for these there was also an 
improvement in results over time. The total average 
results, see Table 4, show an overall improvement over 
time. 
These results are, however, heavily influenced by the 
dominance of the annotation class Certain_expression. 
Looking at the actual contents of the annotations, from 
the 6 740 sentences, we find an average total amount of 
6 996 annotated expressions. On average, 13.5 percent 
of these are annotated as uncertain expressions 

(ranging between 11.8 and 15.7 percent). The average 
amount of annotated speculative words was 1 624 and 
the average amount of negation keywords was 1 008. 
Looking at the token level annotations 
Speculative_words and Negations, the average amount 
of unique keywords was 538 and 13, respectively. The 
most common speculative keywords for all three 
annotators were unigrams such as sannolikt (likely) and 
möjligen (possibly). 

 

 
However, 52 percent (on average) of the speculative 
keywords were unigrams, the rest being n-grams of 
varying length. Moreover, several annotations of 
speculative keywords included negations, such as 
ingen misstanke (no suspicion) and inga tydliga tecken 
(no clear signs). Many of these conform well to those 
listed as indicative features of speculative language in 
Kilicoglu & Bergler (2008), where negated “unhedgers” 
form speculative cues. Notable is also that the negation 
keywords only included evident negation words such 
as inte (not) and inga (none). In Swedish, it is also 
possible to negate words with prefixes such as o-, as in 
oklar (indistinct). No such words were annotated as 
negation keywords by the annotators. 
When looking at the sentences and the contexts in 
which they were annotated, there was a great variety in 
how large the context was, how long the sentences 

 

 

 

 

 

 
Table 2. Results for Uncertain Expression, pairwise 

IAA (F-score) over time both for partial and  
exact matching. 

 
Table 3. Results for Speculative Words, pairwise 

IAA (F-score) over time both for partial and  
exact matching.  

 

Table 4.  Results for Negation Words, pairwise IAA 
(F-score) over time both for partial and  

exact matching. 

 
Table 5. Total average results, pairwise IAA 

(F-score) over time both for partial and  
exact matching. 
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were, and in what setting they were written. In 
Example 1 we see a sentence that is annotated as an 
uncertain expression. This sentence contains a negation 
combined with a non-speculative keyword, which 
together form a multi-word annotation 
(Speculative_words), making the whole expression 
uncertain. In this example, we also see that the simple 
sentence tokenization created an annotation instance 
that had to be broken down into two sub-expressions.  
 

Bedömning: 
<sentence_1> 
<Uncertain_expression>Statusmässigt 
<Speculative_words><Negation>inga 
</Negation> säkra</Speculative_words> 
artriter</Uncertain_expression>. 
<Certain_expression>Lungrtg Huddinge ua 
</Certain_expression>.</sentence>  
Leverprover ua. 

 
Translation to English: 
 

Assessment: 
<sentence_1> 
<Uncertain_expression>Status-wise 
Speculative_words><Negation>no 
</Negation> certain</Speculative_words> 
arthritis</Uncertain_expression>. 
<Certain_expression>cxr Huddinge woco 
</Certain_expression>.</sentence>  
Liver samples woco 

 
Example 1. An annotated sentence containing a 

negation and a certain expression making the whole 
expression uncertain.  

 
Example 2 shows an annotated sentence within a 
context that contains a relatively large amount of 
reasoning, concerning several issues regarding the 
patient status, giving a more thorough account of the 
level of certainty (please cf. with the reasoning 
processes in Groopman (2007)). 
 
 

Bedömning:  
<sentence_2><Uncertain_expression> 
Har lite <Speculative_words> undringar 
</Speculative_words> om brakyterapi 
<Speculative_words> kunde vara 
</Speculative_words> aktuellt i hans fall 
</Uncertain_expression>.</sentence> Har 
haft den diskussionen uppe med Bengt 
Karlsson. Jag har svårt och tro det eftersom  
han går på Onkologen och rimligtvis hade man 
tänkt på den behandlingen om man hade ansett 
att det finns möjlighet men jag lovar att 
skriva ett brev till Lars Olof Svensson om 
detta. Vad det gäller pricken på mandibeln 
verkar det mest som ett lite aterom tycker 
jag men det är klart att hudmetastas är ju 
inte uteslutet. Jag lämnar dock den frågan 
helt till Onkologen.  

 
 

Translation to English: 
 

Assessment: 
<sentence_2><Uncertain_expression> 
I have some <Speculative_words> concerns 
</Speculative_words> about whether 
brachytherapy <Speculative_words> could be 
</Speculative_words> considered in his case 
</Uncertain_expression>.</sentence> I have 
had that discussion with Bengt Karlsson. I 
have difficulties believing this since he is 
treated at the Oncology clinic and they must 
have considered this treatment if they 
thought this was possible, but I promise to 
write a letter to Lars Olof Svensson 
regarding this. Regarding the mark on the 
mandible, I think it mostly seems to be a bit 
of aterom but of course a Cutaneous 
metastasis can not be excluded. However, I 
leave that question entirely to the Oncology 
clinic. 

 
Example 2. An annotated sentence within a context that 

contains a relatively large amount of reasoning. 
 
Regarding sensitive information that can reveal the 
identity of a patient, the annotators identified in total 
15 personal names (from the total amount of 290 085 
tokens). One half consisted of personal names of 
clinical personnel, and the other half consisted of 
patient first personal names. Moreover, seven social 
security numbers were found. This indicates that 
personal names are extremely rare in the Assessment 
field (0.02 per thousand). In the Stockholm EPR PHI 
Corpus (another subset of the Stockholm EPR Corpus), 
consisting of 380 000 tokens (containing all the free 
text entry fields), 0.19 per thousand patient first 
personal names were found. However, in this corpus, 
no social security numbers were identified (Dalianis & 
Velupillai 2010). Although identifiable information 
seems to be very infrequent, it is crucial to ensure that 
no identifiable information about an individual is kept 
if a corpus is to be released for further research.  

5. Discussion 
We have presented initial results on an annotation trial 
for speculative language in Swedish clinical texts. Our 
main findings are that IAA results for certain 
expressions and negations are very high, but for 
uncertain expressions and speculative words results are 
less encouraging. These instances need to be defined in 
more detail. 
Our results are comparable to those presented in Light 
et al. (2004). However, our annotations of certainties 
and negations obtain high IAA results and the training 
effect is significant. Our IAA results are lower than 
Vincze et al. (2008), but this may be due to differences 
in corpora. In the clinical sub-corpus presented in 
Vincze et al. (2008), radiology reports are annotated, 
while the annotations presented here were randomly 
extracted from all clinics in the Stockholm EPR corpus. 
Moreover, the sentences extracted for this annotation 
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trial were extracted from the free-text entries under the 
heading Bedömning (Assessment). This heading may 
be used differently in different health care units, and 
may hence contain diverse types of statements. The 
sentences could, for instance, contain descriptions of 
the current, overall status of a patient or a short-term 
plan for medication. It was also evident that 
expressions of speculations may differ greatly between 
clinical disciplines. 
During discussions among the annotators, some 
specific properties were pointed out. One was the 
question of perspective; the patient’s and the 
physician’s, especially for uncertain expressions. After 
annotation interval 2 it was decided to only annotate 
the physician’s perspective. Another point was the 
level of (un)certainty; many expressions were more or 
less (un)certain. A grading of four scales was proposed: 
Completely certain, Quite certain, Quite uncertain and 
Completely uncertain. Such a distinction would 
probably have a great effect on the sentences currently 
annotated as Certain_expression, which, in the current 
set, in the majority of cases, merely indicate that the 
sentence is not uncertain. Furthermore, vagueness was 
often difficult to distinguish from uncertainty.  

5. Conclusions and future work 
The research presented here is to our knowledge the 
first work carried out on annotating speculations in 
clinical text written in Swedish. It is also the first time 
that both certain and uncertain expressions have been 
explicitly annotated. 
Although IAA results for speculative words and 
uncertain expressions were low, we believe that the 
identification of such language is important for future 
Information Access research. However, further 
definitions are needed. In particular, the distinction 
between different perspectives in uncertain expressions 
is important and needs to be handled. This distinction 
is probably a specific property of EPRs and probably 
not present to the same extent in scientific text.  
Moreover, looking at different health care disciplines, 
there may be great differences in how uncertainties and 
speculations are expressed. This is particularly 
interesting when looking at specific diagnoses, e.g. 
speculations about certain diagnoses such as brain 
tumors are probably very rare, while speculations 
about for instance psychiatric diagnoses may be much 
more common. We will analyze the annotated set by 
dividing it into different health care units, in order to 
analyze whether such differences are apparent. 
We plan to analyze the annotations further, by looking 
in more detail at the speculative words, investigating 
their characteristics, analyzing the multi-word 
expressions, finding out to what extent they are 
combined with negations and what implications this 
has, as well as analyzing in which part of the text the 
uncertain expressions are present. When it comes to 
negation keywords, we plan to analyze them in 
particular for finding which constructions where they, 

combined with non-speculative keywords, form a 
speculative expression. We will also analyze the scopes 
of the annotated keywords, in order to identify what 
expressions they modify. Moreover, we plan to create a 
consensus corpus from the annotated set presented here, 
to use for training and testing a machine learning 
system on our annotations, to investigate the 
possibilities of automatic classification. For such a 
system, we will look at syntactic patterns as well as 
word-level features. 
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Abstract

Electronic Health Records (EHRs) contain
a large amount of free text documentation
which is potentially very useful for Infor-
mation Retrieval and Text Mining appli-
cations. We have, in an initial annotation
trial, annotated 6 739 sentences randomly
extracted from a corpus of Swedish EHRs
for sentence level (un)certainty, and token
level speculative keywords and negations.
This set is split into different clinical prac-
tices and analyzed by means of descrip-
tive statistics and pairwise Inter-Annotator
Agreement (IAA) measured by F1-score.
We identify geriatrics as a clinical prac-
tice with a low average amount of uncer-
tain sentences and a high average IAA,
and neurology with a high average amount
of uncertain sentences. Speculative words
are often n-grams, and uncertain sentences
longer than average. The results of this
analysis is to be used in the creation of a
new annotated corpus where we will refine
and further develop the initial annotation
guidelines and introduce more levels of di-
mensionality. Once we have finalized our
guidelines and refined the annotations we
plan to release the corpus for further re-
search, after ensuring that no identifiable
information is included.

1 Introduction

Electronic Health Records (EHRs) contain a large
amount of free text documentation which is po-
tentially very useful for Information Retrieval and
Text Mining applications. Clinical documentation
is specific in many ways; there are many authors
in a document (e.g. physicians, nurses), there are
different situations that are documented (e.g. ad-
mission, current status). Moreover, they may often

be written under time pressure, resulting in frag-
mented, brief texts often containing spelling errors
and abbreviations. With access to EHR data, many
possibilities to exploit documented clinical knowl-
edge and experience arise.

One of the properties of EHRs is that they con-
tain reasoning about the status and diagnoses of
patients. Gathering such information for the use
in e.g. medical research in order to find rela-
tionships between diagnoses, treatments etc. has
great potential. However, in many situations, clin-
icians might describe uncertain or negated find-
ings, which is crucial to distinguish from positive
or asserted findings. Potential future applications
include search engines where medical researchers
can search for particular diseases where negated
or speculative contexts are separated from asserted
contexts, or text mining systems where e.g. dis-
eases that seem to occur often in speculative con-
texts are presented to the user, indicating that more
research is needed. Moreover, laymen may also
benefit from information retrieval systems that dis-
tinguish diseases or symptoms that are more or
less certain given current medical expertise and
knowledge.

We have, in an initial annotation trial, annotated
6 739 sentences randomly extracted from a corpus
of Swedish EHRs for sentence level (un)certainty,
and token level speculative keywords and nega-
tions1. In this paper, a deeper analysis of the re-
sulting annotations is performed. The aims are
to analyze the results split into different clinical
practices by means of descriptive statistics and
pairwise Inter-Annotator Agreement (IAA) mea-
sured by F1-score, with the goal of identifying a)
whether specific clinical practices contain higher
or lower amounts of uncertain expressions, b)

1This research has been carried out after approval
from the Regional Ethical Review Board in Stockholm
(Etikprövningsnämnden i Stockholm), permission number
2009/1742-31/5
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whether specific clinical practices result in higher
or lower IAA - indicating a less or more difficult
clinical practice for judging uncertainties, and c)
identifying the characteristics of the entities anno-
tated as speculative words, are they highly lexi-
cal or is a deeper syntactic and/or semantic anal-
ysis required for modeling? From this analysis,
we plan to conduct a new annotation trial where
we will refine and further develop the annotation
guidelines and use domain experts for annotations
in order to be able to create a useful annotated cor-
pus modeling uncertainties, negations and specu-
lations in Swedish clinical text, which can be used
to develop tools for the automatic identification of
these phenomena in, for instance, Text Mining ap-
plications.

2 Related Research

In recent years, the interest for identifying and
modeling speculative language in natural language
text has grown. In particular, biomedical scien-
tific articles and abstracts have been the object of
several experiments. In Light et al. (2004), four
annotators annotated 891 sentences each as either
highly speculative, low speculative, or definite,
in biomedical scientific abstracts extracted from
Medline. In total, they found 11 percent specula-
tive sentences, resulting in IAA results, measured
with kappa, between 0.54 and 0.68. One of their
main findings was that the majority of the specu-
lative sentences appeared towards the end of the
abstract.

Vincze et al. (2008) describe the creation of the
BioScope corpus, where more than 20 000 sen-
tences from both medical (clinical) free texts (ra-
diology reports), biological full papers and biolog-
ical scientific abstracts have been annotated with
speculative and negation keywords along with
their scope. Over 10 percent of the sentences
were either speculative or negated. In the clinical
sub-corpus, 14 percent contained speculative key-
words. Three annotators annotated the corpus, and
the guidelines were modified several times during
the annotation process, in order to resolve prob-
lematic issues and refine definitions. The IAA
results, measured with F1-score, in the clinical
sub-corpus for negation keywords ranged between
0.91 and 0.96, and for speculative keywords be-
tween 0.84 and 0.92. The BioScope corpus has
been used to train and evaluate automatic classi-
fiers (e.g. Özgür and Radev (2009) and Morante

and Daelemans (2009)) with promising results.
Five qualitative dimensions for characterizing

scientific sentences are defined in Wilbur et al.
(2006), including levels of certainty. Here, guide-
lines are also developed over a long period of time
(more than a year), testing and revising the guide-
lines consecutively. Their final IAA results, mea-
sured with F1-score, range between 0.70 and 0.80.
Different levels of dimensionality for categorizing
certainty (in newspaper articles) is also presented
in Rubin et al. (2006).

Expressions for communicating probabilities or
levels of certainty in clinical care may be inher-
ently difficult to judge. Eleven observers were
asked to indicate the level of probability of a dis-
ease implied by eighteen expressions in the work
presented by Hobby et al. (2000). They found
that expressions indicating intermediate probabili-
ties were much less consistently rated than those
indicating very high or low probabilities. Sim-
ilarly, Khorasani et al. (2003) performed a sur-
vey analyzing agreement between radiologists and
non-radiologists regarding phrases used to convey
degrees of certainty. In this study, they found lit-
tle or no agreement among the survey participants
regarding the diagnostic certainty associated with
these phrases. Although we do not have access to
radiology reports in our corpus, these findings in-
dicate that it is not trivial to classify uncertain lan-
guage in clinical documentation, even for domain
experts.

3 Method

The annotation trial is based on sentences ran-
domly extracted from a corpus of Swedish EHRs
(see Dalianis and Velupillai (2010) for an initial
description and analysis). These records contain
both structured (e.g. measure values, gender in-
formation) and unstructured information (i.e. free
text). Each free text entry is written under a spe-
cific heading, e.g. Status, Current medication, So-
cial Background. For this corpus, sentences were
extracted only from the free text entry Assessment
(Bedömning), with the assumption that these en-
tries contain a substantial amount of reasoning re-
garding a patient’s diagnosis and situation. A sim-
ple sentence tokenizing strategy was employed,
based on heuristic regular expressions2. We have
used Knowtator (Ogren, 2006) for the annotation

2The performance of the sentence tokenizer has not been
evaluated in this work.
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work.

One senior level student (SLS), one undergrad-
uate computer scientist (UCS), and one undergrad-
uate language consultant (ULC) annotated the sen-
tences into the following classes; on a sentence
level: certain, uncertain or undefined, and on a
token level: speculative words, negations, and un-
defined words.

The annotators are to be considered naive
coders, as they had no prior knowledge of the
task, nor any clinical background. The annota-
tion guidelines were inspired by those created for
the BioScope corpus (Vincze et al., 2008), with
some modifications (see Dalianis and Velupillai
(2010)). The annotators were allowed to break a
sentence into subclauses if they found that a sen-
tence contained conflicting levels of certainty, and
they were allowed to mark question marks as spec-
ulative words. They did not annotate the linguis-
tic scopes of each token level instance. The anno-
tators worked independently, and met for discus-
sions in even intervals (in total seven), in order to
resolve problematic issues. No information about
the clinic, patient gender, etc. was shown. The
annotation trial is considered as a first step in fur-
ther work of annotating Swedish clinical text for
speculative language.

Clinical practice # sentences # tokens
hematology 140 1 494
surgery 295 3 269
neurology 351 4 098
geriatrics 142 1 568
orthopaedics 245 2 541
rheumatology 384 3 348
urology 120 1 393
cardiology 128 1 242
oncology 550 5 262
ENT 224 2 120
infection 107 1 228
emergency 717 6 755
paediatrics 935 8 926
total, clinical practice 4 338 43 244
total, full corpus 6 739 69 495

Table 1: Number of sentences and tokens per clin-
ical practice (#sentences > 100), and in total. ENT
= Ear, Nose and Throat.

3.1 Annotations and clinical practices

The resulting corpus consists of 6 739 sentences,
extracted from 485 unique clinics. In order to
be able to analyze possible similarities and dif-
ferences across clinical practices, sentences from
clinics belonging to a specific practice type were
grouped together. In Table 1, the resulting groups,
along with the total amount of sentences and to-
kens, are presented3. Only groups with a total
amount of sentences > 100 were used in the anal-
ysis, resulting in 13 groups. A clinic was included
in a clinical practice group based on a priority
heuristics, e.g. the clinic ”Barnakuten-kir” (Pae-
diatric emergency surgery) was grouped into pae-
diatrics.

The average length (in tokens) per clinical prac-
tice and in total are given in Table 2. Clinical
documentation is often very brief and fragmented,
for most clinical practices (except urology and
cardiology) the minimum sentence length (in to-
kens) was one, e.g. ”basal”, ”terapisvikt” (ther-
apy failure), ”lymfödem” (lymphedema), ”viros”
(virosis), ”opanmäles” (reported to surgery, com-
pound with abbreviation). We see that the aver-
age sentence length is around ten for all practices,
where the shortest are found in rheumatology and
the longest in infection.

As the annotators were allowed to break up sen-
tences into subclauses, but not required to, this led
to a considerable difference in the total amount of
annotations per annotator. In order to be able to
analyze similarities and differences between the
resulting annotations, all sentence level annota-
tions were converted into one sentence class only,
the primary class (defined as the first sentence
level annotation class, i.e. if a sentence was bro-
ken into two clauses by an annotator, the first be-
ing certain and the second being uncertain, the
final sentence level annotation class will be cer-
tain). The sentence level annotation class certain
was in clear majority among all three annotators.
On both sentence and token level, the class unde-
fined (a sentence that could not be classified as
certain or uncertain, or a token which was not
clearly speculative) was rarely used. Therefore,
all sentence level annotations marked as undefined
are converted to the majority class, certain, result-
ing in two sentence level annotation classes (cer-
tain and uncertain) and two token level annotation
classes (speculative words and negations, i.e. to-

3White space tokenization.
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kens annotated as undefined are ignored).
For the remaining analysis, we focus on the

distributions of the annotation classes uncertain
and speculative words, per annotator and annota-
tor pair, and per clinical practice.

Clinical practice Max Avg Stddev
hematology 40 10.67 7.97
surgery 57 11.08 8.29
neurology 105 11.67 10.30
geriatrics 58 11.04 9.29
orthopaedics 40 10.37 6.88
rheumatology 59 8.72 7.99
urology 46 11.61 7.86
cardiology 50 9.70 7.46
oncology 54 9.57 7.75
ENT 54 9.46 7.53
infection 37 11.48 7.76
emergency 55 9.42 6.88
paediatrics 68 9.55 7.24
total, full corpus 120 10.31 8.53

Table 2: Token statistics per sentence and clinical
practice. All clinic groups except urology (min =
2) and cardiology (min = 2) have a minimum sen-
tence length of one token.

Figure 1: Sentence level annotation: uncertain,
percentage per annotator and clinical practice.

4 Results

We have measured the proportions (in percent) per
annotator for each clinical practice and in total.
This enables an analysis of whether there are sub-
stantial individual differences in the distributions,
indicating that this annotation task is highly sub-
jective and/or difficult. Moreover, we measure
IAA by pairwise F1-score. From this, we may

Figure 2: Pairwise F1-score, sentence level anno-
tation class uncertain.

draw conclusions whether specific clinical prac-
tices are harder or easier to judge reliably (i.e. by
high IAA results).

Figure 3: Average length in tokens, per annotator
and sentence class.

In Figure 1, we see that the average amount of
uncertain sentences lies between 9 and 12 percent
for each annotator in the full corpus. In general,
UCS has annotated a larger proportion of uncer-
tain sentences compared to ULC and SLS.

The clinical discipline with the highest average
amount of uncertain sentences is neurology (13.7
percent), the lowest average amount is found in
cardiology (4.7 percent). Surgery and cardiology
show the largest individual differences in propor-
tions (from 9 percent (ULC) to 15 percent (UCS),
and from 2 percent (ULC) to 7 percent (UCS), re-
spectively).

However, in Figure 2, we see that the pairwise
IAA, measured by F1-score, is relatively low, with
an average IAA of 0.58, ranging between 0.54
(UCS/SLS) and 0.65 (UCS/ULC), for the entire
corpus. In general, the annotator pair UCS/ULC
have higher IAA results, with the highest for geri-
atrics (0.78). The individual proportions for un-
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certain sentences in geriatrics is also lower for
all annotators (see Figure 1), indicating a clinical
practice with a low amount of uncertain sentences,
and a slightly higher average IAA (0.64 F1-score).

4.1 Sentence lengths

As the focus lies on analyzing sentences annotated
as uncertain, one interesting property is to look at
sentence lengths (measured in tokens). One hy-
pothesis is that uncertain sentences are in general
longer. In Figure 3 we see that in general, for
all three annotators, uncertain sentences are longer
than certain sentences. This result is, of course,
highly influenced by the skewness of the data (i.e.
uncertain sentences are in minority), but it is clear
that uncertain sentences, in general, are longer on
average. It is interesting to note that the annota-
tor SLS has, in most cases, annotated longer sen-
tences as uncertain, compared to UCS and ULC.
Moreover, geriatrics, with relatively high IAA but
relatively low amounts of uncertain sentences, has
well above average sentence lengths in the uncer-
tain class.

4.2 Token level annotations

When it comes to the token level annotations,
speculative words and negations, we observed
very high IAA for negations (0.95 F1-score (exact
match) on average in the full corpus, the lowest for
neurology, 0.94). These annotations were highly
lexical (13 unique tokens) and unambiguous, and
spread evenly across the two sentence level anno-
tation classes (ranging between 1 and 3 percent of
the total amount of tokens per class). Moreover,
all negations were unigrams.

On the other hand, we observed large variations
in IAA results for speculative words. In Figure
4, we see that there are considerable differences
between exact and partial matches4 between all
annotator pairs, indicating individual differences
in the interpretations of what constitutes a spec-
ulative word and how many tokens they cover,
and the lexicality is not as evident as for nega-
tions. The highest level of agreement we find be-
tween UCS/ULC in orthopaedics (0.65 F1-score,
partial match) and neurology (0.64 F1-score, par-
tial match), and the lowest in infection (UCS/SLS,
0.31 F1-score).

4Partial matches are measured on a character level.

Figure 4: F1-score, speculative words, exact and
partial match.

4.2.1 Speculative words – most common

The low IAA results for speculative words invites
a deeper analysis for this class. How is this inter-
preted by the individual annotators? First, we look
at the most common tokens annotated as specu-
lative words, shared by the three annotators: ”?”,
”sannolikt” (likely), ”ev” (possibly, abbreviated),
”om” (if). The most common speculative words
are all unigrams, for all three annotators. These
tokens are similar to the most common specu-
lative words in the clinical BioScope subcorpus,
where if, may and likely are among the top five
most common. Those tokens that are most com-
mon per annotator and not shared by the other two
(among the five most frequent) include ”bedöms”
(judged), ”kan” (could), ”helt” (completely) and
”ställningstagande” (standpoint).

Looking at neurology and urology, with a higher
overall average amount of uncertain sentences, we
find that the most common words for neurology
are similar to those most common in total, while
for urology we find more n-grams. In Table 3, the
five most common speculative words per annotator
for neurology and urology are presented.

When it comes to the unigrams, many of these
are also not annotated as speculative words. For
instance, ”om” (if), is annotated as speculative in
only 9 percent on average of its occurrence in the
neurological data (the same distribution holds, on
average, in the total set). In Morante and Daele-
mans (2009), if is also one of the words that are
subject to the majority of false positives in their
automatic classifier. On the other hand, ”sanno-
likt” (likely) is almost always annotated as a spec-
ulative word (over 90 percent of the time).
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UCS ULC SLS
neurology ? ? ?

sannolikt (likely) kan (could) sannolikt (likely)
kan (could) sannolikt (likely) ev (possibly, abbr)

om (if) om (if) om (if)
pröva (try) verkar (seems) ställningstagande (standpoint)
ter (seem) ev (possibly, abbr) möjligen (possibly)

urology kan vara (could be) mycket (very) tyder på(indicates)
tyder på(indicates) inga tecken (no signs) i första hand (primarily)
ev (possibly, abbr) kan vara (could be) misstänkt (suspected)

misstänkt (suspected) kan (could) kanske (perhaps)
kanske (perhaps) tyder (indicates) skall vi försöka (should we try)

planeras tydligen (apparently planned) misstänkt (suspected) kan vara (could be)

Table 3: Most common speculative words per annotator for neurology and urology.

4.2.2 Speculative words – n-grams
Speculative words are, in Swedish clinical text,
clearly not simple lexical unigrams. In Figure 5
we see that the average length of tokens anno-
tated as speculative words is, on average, 1.34,
with the longest in orthopaedics (1.49) and urol-
ogy (1.46). We also see that SLS has, on aver-
age, annotated longer sequences of tokens as spec-
ulative words compared to UCS and ULC. The
longest n-grams range between three and six to-
kens, e.g. ”kan inte se några tydliga” (can’t see
any clear), ”kan röra sig om” (could be about),
”inte helt har kunnat uteslutas” (has not been able
to completely exclude), ”i första hand” (primarily).
In many of these cases, the strongest indicator is
actually a unigram (”kan” (could)), within a verb
phrase. Moreover, negations inside a speculative
word annotation, such as ”inga tecken” (no signs)
are annotated differently among the individual an-
notators.

Figure 5: Average length, speculative words.

4.3 Examples
We have observed low average pairwise IAA for
sentence level annotations in the uncertain class,
with more or less large differences between the an-

notator pairs. Moreover, at the token level and for
the class speculative words, we also see low av-
erage agreement, and indications that speculative
words often are n-grams. We focus on the clinical
practices neurology, because of its average large
proportion of uncertain sentences, geriatrics for
its high IAA results for UCS/ULC and low aver-
age proportion of uncertain sentences, and finally
surgery, for its large discrepancy in proportions
and low average IAA results.

In Example 1 we see a sentence where two an-
notators (ULC, SLS) have marked the sentence
as uncertain, also marking a unigram (”ospecifik”
(unspecific) as a speculative word. This example
is interesting since the utterance is ambiguous, it
can be judged as certain as in the dizziness is con-
firmed to be of an unspecific type or uncertain as
in the type of dizziness is unclear, a type of ut-
terance which should be clearly addressed in the
guidelines.

<C> Yrsel av ospecifik typ. </C>

<U> Yrsel av <S> ospecifik </S> typ.
</U>

<U> Yrsel av <S> ospecifik </S> typ.
</U>

Dizziness of unspecific type

Example 1: Annotation example, neurology. Am-
biguous sentence, unspecific as a possible specu-
lation cue. C = Certain, U = Uncertain, S = Spec-
ulative words.

An example of different interpretations of the
minimum span a speculative word covers is given
in Example 2. Here, we see that ”inga egentliga
märkbara” (no real apparent) has been annotated
in three different ways. It is also interesting to
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note the role of the negation as part of ampli-
fying speculation. Several such instances were
marked by the annotators (for further examples,
see Dalianis and Velupillai (2010)), which con-
forms well with the findings reported in Kilicoglu
and Bergler (2008), where it is showed that ex-
plicit certainty markers together with negation are
indicators of speculative language. In the Bio-
Scope corpus (Vincze et al., 2008), such instances
are marked as speculation cues. This example, as
well as Example 1, is also interesting as they both
clearly are part of a longer passage of reasoning of
a patient, with no particular diagnosis mentioned
in the current sentence. Instead of randomly ex-
tracting sentences from the free text entry Assess-
ment, one possibility would be to let the annotators
judge all sentences in an entry (or a full EHR). Do-
ing this, differences in where speculative language
often occur in an EHR (entry) might become ev-
ident, as for scientific writings, where it has been
showed that speculative sentences occur towards
the end of abstracts (Light et al., 2004).

<U> <S><N> Inga </N> egentliga </S>
<S> märkbara</S> minnessvårigheter under
samtal. </U>.

<U> <N> Inga </N> <S> egentliga </S>
märkbara minnessvårigheter under samtal. </U>.

<U> <S><N> Inga </N> egentliga märkbara
</S> minnessvårigheter under samtal. </U>.

No real apparent memory difficulties during
conversation

Example 2: Annotation example, neurology. Dif-
ferent annotation coverage over negation and spec-
ulation. C = Certain, U = Uncertain, S = Specula-
tive words, N = Negation

In geriatrics, we have observed a lower than
average amount of uncertain sentences, and high
IAA between UCS and ULC. In Example 3 we see
a sentence where UCS and ULC have matching
annotations, whereas SLS has judged this sentence
as certain. This example shows the difficulty of
interpreting expressions indicating possible spec-
ulation – is ”ganska” (relatively) used here as a
marker of certainty (as certain as one gets when
diagnosing this type of illness)?

The word ”sannolikt” (likely) is one of the most
common words annotated as a speculative word
in the total corpus. In Example 4, we see a sen-

<U> Både anamnestiskt och testmässigt <S>
ganska </S> stabil vad det gäller Alzheimer
sjukdom. </U>.

<U> Både anamnestiskt och testmässigt <S>
ganska </S> stabil vad det gl̈ler Alzheimer
sjukdom. </U>.

<C> Både anamnestiskt och testmässigt ganska
stabil vad det gäller Alzheimer sjukdom. </C>.

Both anamnesis and tests relatively stabile
when it comes to Alzheimer’s disease.

Example 3: Annotation example, geriatrics. Dif-
ferent judgements for the word ”ganska” (rela-
tively). C = Certain, U = Uncertain, S = Specu-
lative words.

tence where the annotators UCS and SLS have
judged it to be uncertain, while UCS and ULC
have marked the word ”sannolikt” (likely) as a
speculative word. This is an interesting exam-
ple, through informal discussions with clinicians
we were informed that this word might as well be
used as a marker of high certainty. Such instances
show the need for using domain experts in future
annotations of similar corpora.

<C>En 66-årig kvinna med <S>sannolikt</S>
2 synkrona tumörer vänster colon/sigmoideum och
där till levermetastaser.</C>.

<U>En 66-årig kvinna med <S>sannolikt</S>
2 synkrona tumörer vänster colon/sigmoideum och
där till levermetastaser.</U>.

<C>En 66-årig kvinna med sannolikt 2 synkrona
tumörer vänster colon/sigmoideum och där till
levermetastaser.</C>.

A 66 year old woman likely with 2 synchronous
tumours left colon/sigmoideum in addition to liver
metastasis.

Example 4: Annotation example, surgery. Differ-
ent judgements for the word ”sannolikt” (likely). C
= Certain, U = Uncertain, S = Speculative words.

5 Discussion

We have presented an analysis of an initial anno-
tation trial for the identification of uncertain sen-
tences as well as for token level cues (specula-
tive words) across different clinical practices. Our
main findings are that IAA results for both sen-
tence level annotations of uncertainty and token
level annotations for speculative words are, on av-
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erage, fairly low, with higher average agreement
in geriatrics and rheumatology (see Figures 1 and
2). Moreover, by analyzing the individual distri-
butions for the classes uncertain and speculative
words, we find that neurology has the highest aver-
age amount of uncertain sentences, and cardiology
the lowest. On average, the amount of uncertain
sentences ranges between 9 and 12 percent, which
is in line with previous work on sentence level an-
notations of uncertainty (see Section 2).

We have also showed that the most common
speculative words are unigrams, but that a substan-
tial amount are n-grams. The n-grams are, how-
ever, often part of verb phrases, where the head is
often the speculation cue. However, it is evident
that speculative words are not always simple lex-
ical units, i.e. syntactic information is potentially
very useful. Question marks are the most common
entities annotated as speculative words. Although
these are not interesting indicators in themselves,
it is interesting to note that they are very common
in clinical documentation.

From the relatively low IAA results we draw the
conclusion that this task is difficult and requires
more clearly defined guidelines. Moreover, using
naive coders on clinical documentation is possibly
not very useful if the resulting annotations are to
be used in, e.g. a Text Mining application for med-
ical researchers. Clinical documentation is highly
domain-specific and contains a large amount of
internal jargon, which requires judgements from
clinicians. However, we find it interesting to note
that we have identified differences between dif-
ferent clinical practices. A consensus corpus has
been created from the resulting annotations, which
has been used in an experiment for automatic clas-
sification, see Dalianis and Skeppstedt (2010) for
initial results and evaluation.

During discussions among the annotators, some
specific problems were noted. For instance, the
extracted sentences were not always about the pa-
tient or the current status or diagnosis, and in many
cases an expression could describe (un)certainty of
someone other than the author (e.g. another physi-
cian or a family member), introducing aspects of
perspective. The sentences annotated as certain,
are difficult to interpret, as they are simply not un-
certain. We believe that it is important to intro-
duce further dimensions, e.g. explicit certainty,
and focus (what is (un)certain?), as well as time
(e.g. current or past).

6 Conclusions

To our knowledge, there is no previous research on
annotating Swedish clinical text for sentence and
token level uncertainty together with an analysis
of the differences between different clinical prac-
tices. Although the initial IAA results are in gen-
eral relatively low for all clinical practice groups,
we have identified indications that neurology is a
practice which has an above average amount of
uncertain elements, and that geriatrics has a be-
low average amount, as well as higher IAA. Both
these disciplines would be interesting to continue
the work on identifying speculative language.

It is evident that clinical language contains a rel-
atively high amount of uncertain elements, but it
is also clear that naive coders are not optimal to
use for interpreting the contents of EHRs. More-
over, more care needs to be taken in the extrac-
tion of sentences to be annotated, in order to en-
sure that the sentences actually describe reason-
ing about the patient status and diagnosis. For in-
stance, instead of randomly extracting sentences
from within a free text entry, it might be better to
let the annotators judge all sentences within an en-
try. This would also enable an analysis of whether
speculative language is more or less frequent in
specific parts of EHRs.

From our findings, we plan to further develop
the guidelines and particularly focus on specify-
ing the minimal entities that should be annotated
as speculative words (e.g. ”kan” (could)). We
also plan to introduce further levels of dimension-
ality in the annotation task, e.g. cues that indi-
cate a high level of certainty, and to use domain
experts as annotators. Although there are prob-
lematic issues regarding the use of naive coders
for this task, we believe that our analysis has re-
vealed some properties of speculative language in
clinical text which enables us to develop a useful
resource for further research in the area of specula-
tive language. Judging an instance as being certain
or uncertain is, perhaps, a task which can never
exclude subjective interpretations. One interesting
way of exploiting this fact would be to exploit in-
dividual annotations similar to the work presented
in Reidsma and op den Akker (2008). Once we
have finalized the annotated set, and ensured that
no identifiable information is included, we plan to
make this resource available for further research.
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Abstract. Different levels of knowledge certainty, or factuality levels, are 
expressed in clinical health record documentation. This information is currently 
not fully exploited, as the subtleties expressed in natural language cannot easily be 
machine analyzed. Extracting relevant information from knowledge-intensive 
resources such as electronic health records can be used for improving health care 
in general by e.g. building automated information access systems. We present an 
annotation model of six factuality levels linked to diagnoses in Swedish clinical 
assessments from an emergency ward. Our main findings are that overall 
agreement is fairly high (0.7/0.58 F-measure, 0.73/0.6 Cohen’s κ, Intra/Inter). 
These distinctions are important for knowledge models, since only approx. 50% of 
the diagnoses are affirmed with certainty. Moreover, our results indicate that there 
are patterns inherent in the diagnosis expressions themselves conveying factuality 
levels, showing that certainty is not only dependent on context cues. 

Keywords. Diagnosis reasoning, factuality levels, annotation, Swedish, clinical 
text, electronic health records. 

1. Introduction 

The process of diagnosing a patient is not trivial, and involves making decisions based 
on many diverse criteria. Clinicians are documenting reasoning processes and decisions 
in free-text, information that is currently not fully exploited for further knowledge 
management or research. Accurate and situation-specific information access is 
extremely important, especially in the clinical domain. This will provide clinicians with 
tools for information retrieval, using extracted information to produce relevant 
summaries, aggregating extracted information for knowledge discovery and further 
clinical research [1]. 

In order to create information access solutions that utilize the knowledge 
documented in free-text, it is necessary to be able to model subtleties expressed in 
natural language. One important aspect to consider is the level of certainty expressed in 
the reasoning and decision context. For instance, a likely scenario is the incorporation 
of a search engine in an electronic health record system, where clinicians can search for 
previous mentions of diagnoses for a particular patient. However, some of these 
diagnoses are written in a negated or speculative context, e.g. this is definitely not 
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diabetes or angina pectoris cannot be excluded. It is crucial that such distinctions are 
observed, as they convey different levels of knowledge certainty. 

Research on modeling factuality levels, or degrees of certainty, in textual data, has 
increased in recent years. In the BioScope corpus [2], which contains biomedical texts,  
certainty levels are annotated at a sentence level, while negation and speculation cues 
are annotated at a token (word) level. In FactBank, factuality levels in newspaper 
articles are instead annotated on an event level [3]. In the clinical domain, agreement 
on probability expressions in radiology reports has been studied. Two studies analyzed 
phrases indicating different levels of certainty with respect to diagnoses [4, 5]. Both 
studies show that intermediate probabilities are more difficult to agree on while phrases 
indicating very high or low probabilities result in higher agreement.  In automatic 
information retrieval settings, these issues have also been addressed in the research 
community lately. RadReportMiner [6] is a context-aware search engine, taking into 
account negations and uncertainties, achieving improved precision results (81%) 
compared to a generic search engine (27%). 

In this paper, we present a model for annotating factuality distinctions in clinical 
documentation. Our aim is to develop automated systems that distinguish factuality 
levels of diagnoses in Swedish. Two clinicians annotate diagnoses in free-text entries 
for factuality levels. We analyze and evaluate the annotations with Intra- and Inter-
Annotator Agreement (IAA). To our knowledge, this is the first attempt at modeling 
these distinctions and creating such a resource in Swedish. 

2. Methods 

Work process: we (1) assembled a list of diagnoses and created a resource for 
annotation, (2) developed annotation guidelines and annotated the created set, (3) 
evaluated Inter- and Intra-Annotator Agreement and did a qualitative analysis. We used 
the Knowtator plugin in the Protégé tool [7] for all annotation work. All documents 
were extracted randomly. Two senior physicians, A1 and A2, performed all annotation 
tasks, both accustomed to reading and writing medical records.  

We extracted free-text entries from an emergency ward included in the Stockholm 
EPR Corpus [8]. Only entries documented under the category Bedömning (Assessment) 
were used in the annotation task. This field was chosen since it is the documentation 
entry containing most reasoning.  

2.1.  Creating a set of Documents Marked with Diagnoses 

Instead of using diagnoses from Swedish medical terminology resources, we wanted to 
capture many diagnosis variants (e.g. inflections, misspellings, abbreviations). A 
collection of Swedish diagnoses was produced through a manual analysis of a subset of 
150 assessment fields. A diagnosis was defined as a medical condition with a known 
cause, prognosis or treatment. All different variants and inflections of the same 
diagnosis expression were annotated. 

A simple string matching procedure was employed to automatically mark 
diagnoses from the created diagnosis collection. A general language automatic 
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lemmatizer for Swedish2 was used for capturing further inflections. Each diagnosis was 
marked with brackets, e.g. Patient with <Diagnosis>diabetes</Diagnosis>.  

2.2. Annotation Classes and Guidelines 

Factuality levels were modeled in two polarities: Positive and Negative. These were 
further graded: Certain, Probable or Possible. Each extracted diagnosis expression was 
annotated as belonging to one polarity and gradation, e.g. Certainly Positive, resulting 
in six annotation classes. Furthermore, the class Not Diagnosis was included for cases 
where the current context was not a diagnosis (e.g. infektion – short for clinic), and the 
class Other, for cases where e.g. the diagnosis referred to someone other than the 
patient, or where the annotator was uncertain. A first annotation task was performed in 
order to create detailed guidelines for the remaining task3.  

2.3. Evaluation Metrics 

The results were evaluated with IAA: F-measure, and Cohen’s κ. IAA (Intra) results 
were measured on documents annotated twice by annotator A1, the second time in a 
new, randomized order. IAA (Inter) results were measured on documents annotated by 
two annotators; A1 and A2, treating A1 as the gold standard.  

3. Results 

In total, the number of annotated diagnosis instances was 2 182 (A1 vs A1) and 2 070 
(A1 vs A2)4, extracted from 1 297 Assessment fields (approx. 51% of the total amount 
of Assessment fields). From the collection of 337 diagnoses, 227 were found.  

3.1. Intra- and Inter-Annotator Agreement 

A confusion matrix over the number of instances assigned to each class is shown in 
Table 1. Certainly Positive was in clear majority, almost 50% of the total number of 
instances. Possibly Negative and Not Diagnosis were very rare. The main discrepancies 
between the two annotators were in cases of assigning intermediate factuality levels. 
A1 generally assigned higher levels of factuality. Intra- and Inter-Annotator Agreement 
was very high for the majority class Certainly Positive (0.9 F-measure, respectively), 
while very low for Possibly Negative (0.35/0.03 F-measure, respectively), being a rare 
class. It is interesting to note that the classes Not Diagnosis and Other, both relatively 
rare, resulted in fairly high agreement results (0.82/0.62 and 0.69/0.65 F-measure, 
respectively). Overall IAA measured by Cohen’s κ is: 0.73 (Intra), and 0.60 (Inter). 

                                                             
2 http://www.cst.dk/online/lemmatiser/ 
3 Annotation guidelines, including examples, can be found at http://www.dsv.su.se/hexanord/guidelines/ 

(guidelines_stockholm_epr_diagnosis_factuality_corpus.pdf) 
4 The discrepancy between the two sets is caused by mismatches and missed instances 
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Table 1. Confusion matrix, Intra- and Inter-Annotator Agreement.  
 CP PrP PoP PoN PrN CN ND O Σ 

CP Intra 
Inter 

990 
834 

78 
 59 

4 
7 

0 
0 

3 
4 

4 
5 

2 
1 

19 
20 

1100 
930 

PrP Intra 
Inter 

20 
66 

236 
134 

55 
10 

1 
1 

1 
0 

0 
0 

1 
2 

0 
1 

314 
214 

PoP Intra 
Inter 

4 
11 

  38 
149 

127 
180 

25 
41 

9 
45 

0 
1 

0 
1 

2 
10 

205 
438 

PoN Intra 
Inter 

0 
0 

  0 
0 

6 
0 

14 
1 

7 
5 

1 
1 

0 
0 

1 
0 

29 
7 

PrN Intra 
Inter 

1 
0 

1 
0 

1 
0 

10 
2 

118  
35 

25 
18 

0 
0 

5 
1 

161 
56 

CN Intra 
Inter 

2 
2 

0 
0 

4 
0 

0 
4 

51 
99 

195 
193 

0 
1 

1 
3 

253 
302 

ND Intra 
Inter 

0 
13 

0 
5 

0 
3 

0 
2 

0 
1 

0 
3 

26 
30 

0 
4 

26 
61 

O Intra 
Inter 

8 
1 

1 
1 

4 
1 

1 
1 

7 
5 

0 
3 

8 
1 

65 
49 

94 
62 

Σ Intra 
Inter 

1025 
927 

354 
348 

201 
201 

51 
52 

196 
194 

225 
223 

37 
36 

93 
88 

2182 
2070 

Columns: A1, first annotation iteration. Rows: Intra: A1, second annotation iteration (same set randomized), 
Inter: A2. CP = Certainly Positive, PrP = Probably Positive, PoP = Possibly Positive, PoN = Possibly 
Negative, PrN = Probably Negative, CN = Certainly Negative, ND = Not Diagnosis, O = Other, Σ  = Total 

3.2. Qualitative Analysis 

We also performed a manual, qualitative analysis of the resulting class assignments. 
We found that Certainly Positive dominated where a) diagnoses show overtly, e.g. skin 
diseases (eczema, urthicaria, skin infection) and general conditions (overweight, 
asystolia, fainting), or b) diagnosis was made by an apparatus (auricular fibrillation/ 
ECG). Probably Positive dominates for diagnoses with medical reasons for not 
securing certainty, e.g. virosis, gasthritis. Linguistic reasons seem to direct the follow-
ing for some diagnoses: 1) an inverted pattern with a complementary vocabulary, e.g. 
ischemia (Certainly/Probably Negative in majority), heart attack or angina pectoris 
(Certainly/Probably Positive in majority), 2) a lack of negative annotation classes when 
normality was not expressed as negation (hypertension), 3) for lunginflammation 
(pneumonia), speculation was expressed in Swedish while we saw certainty expressed 
in Greek. 

4. Discussion 

In this study we present a model for knowledge certainty classification. This is used for 
the creation of an annotated set of Assessment entries from a Swedish emergency ward 
for factuality levels assigned to diagnoses. The model was functional and agreeable to 
the domain expert annotators. Our IAA results suggest that this model and resource can 
be used for developing automated systems. We also show, through a qualitative 
analysis, that factuality levels for different diagnoses are dependent on diagnosis type 
as well as inherent linguistic factors. This demonstrates that factuality and speculation 
in clinical text resides not only in linguistic context cues. 
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4.1. Limitations 

The study design has some limitations that lowered the recall of diagnoses to be 
annotated. By employing a strict matching approach, yielding high precision, possible 
variants in form of misspellings, compounding and other formulations were missed. 
Fuzzier matching techniques could increase recall, at the cost of lower precision. The 
use of a limited list of diagnoses will inevitably result in a skewed distribution of 
diagnosis types. As a result, the model may not catch enough numbers and types of 
expressions of subtleties in conveying levels of factuality. How this in turn limits the 
created resources’ ability to be used for machine learning is yet to be seen. The main 
limitation of this model for future work is the low numbers of annotations in some 
annotation classes. Intermediate probability assignments are clearly not self-evident 
(e.g. [4] and [5]). It can be argued that factuality levels Possibly and Probably may be 
fused, or even two Possibly classes, to lower the number of factuality levels, and in-
creaseing training instances for machine-learning tasks. Such fusion was not agreeable 
to the involved physicians, as it would be a less accurate description of reality. 

4.2. Significance of Study 

Our results have important implications on the creation of intelligent information 
access from electronic health records. Without factuality analysis, uncertain or negated 
diagnoses would be identified as factual diagnoses. We have chosen a broad context-
aware approach, in order to receive a wide perspective on how factuality levels are 
expressed concerning diagnoses. To our knowledge, no other studies have used a 
similar approach in this domain. Studies in the biomedical field (e.g. [3]) use hedge 
cues to detect uncertainty. We hope our approach will reveal inherent and previously 
unknown features that will aid in future machine-learning and text-mining studies.  

Acknowledgments: This research has been carried out after approval from the Regional Ethical 
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Abstract

Clinicians express different levels of
knowledge certainty when reasoning about
a patient’s status. Automatic extraction
of relevant information is crucial in the
clinical setting, which means that fac-
tuality levels need to be distinguished.
We present an automatic classifier using
Conditional Random Fields, which is
trained and tested on a Swedish clinical
corpus annotated for factuality levels at a
diagnosis statement level: the Stockholm
EPR Diagnosis-Factuality Corpus. The
classifier obtains promising results (best
overall results are 0.699 average F-measure
using all classes, 0.762 F-measure using
merged classes), using simple local context
features. Preceding context is more useful
than posterior, although best results are ob-
tained using a window size of ±4. Lower
levels of certainty are more problematic
than higher levels, which was also the case
for the human annotators in creating the
corpus. A manual error analysis shows
that conjunctions and other higher-level
features are common sources of errors.

1 Introduction and Background

Decision-making is a central task in clinical work,
which involves complex reasoning based on in-
formation at hand. Clinicians are faced with new
patients and need to be able to assess the patient’s
status according to several criteria, depending on
situation, clinical expertise, previous history, pa-
tient descriptions, etc. Clinicians document their
findings and reasoning in words, either through
dictation or directly in written form. Today, most

documentation is inserted in digitized systems,
where information is stored both in structured and
unstructured (free text) forms. One of the central
activities in clinical work is the process of diag-
nosing. A clinician needs to classify what (possi-
ble) problem(s) a patient suffers from. This pro-
cess involves much reasoning. Since clinicians
document a large amount in free text, there is a
lot of information to be extracted that could be of
use in the decision-making process, e.g. similar
cases and overviews. For this, accurate informa-
tion extraction techniques are needed.

In many situations, it is not clear what dis-
ease a patient actually suffers from. A physician
might receive insufficient background informa-
tion, symptoms might be unclear or there might
be several alternative possibilities to a patient’s
status. Moreover, it may also be the case that a
disease is excluded as a possibility. Such reason-
ing is documented in free text, and these distinc-
tions are crucial to model if an information extrac-
tion system is to be built for retrieving diagnostic
information from clinical documentation.

The importance of modeling modality and
negation for information extraction and informa-
tion access purposes has been recognized in sev-
eral different research areas lately, e.g. in the
biomedical domain, for opinion mining and sub-
jectivity analysis, summarization, text mining.
Different models for representing modality and
negation have been proposed, ranging from an-
alyzing sentence levels to event levels, exploiting
specific surface markers (keywords and phrases)
or more complex linguistic constructions. When
it comes to building automatic systems for distin-
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guishing factuality levels, we see two general ap-
proaches: rule-based or machine learning models
exploiting annotated corpora.

Annotation models: Wilbur et al. (2006)
present a model of five qualitative dimensions for
characterizing scientific articles: focus, polarity,
certainty, evidence and directionality. The aim is
to be able to identify reliable scientific facts, or
informative fragments, along these dimensions.
This model is applied on a sentence level (or sub-
sentential if the sentence is complex). Polarities
are modeled on a positive and negative axis, and
certainty levels are modeled on a scale of 0 –
3, where 0 indicates complete uncertainty. The
highest degree (3) represents complete certainty.
Similarly, Rubin et al. (2006) create an annotation
scheme where degree (certainty level), perspec-
tive (whose certainty), focus (object of certainty)
and time is modeled. Certainty levels are modeled
on four levels: absolute, high, moderate and low.
Here, polarity is not included in the model. This
model is applied on newspaper articles.

A different approach is presented in FactBank
(Saurı́, 2008), where factuality levels are anno-
tated on an event level. Moreover, factuality is
modeled on two different polarities: positive and
negative, followed by certainty levels certainly,
probably and possibly. Linguistically motivated
markers are discussed in detail. For cases where
polarity cannot be ascertained, underspecified is
used. This corpus consists of newspaper articles,
as a second layer on top of TimeBank (Puste-
jovsky et al., 2006).

Automatic systems: The BioScope corpus
(Vincze et al., 2008) is a manually annotated cor-
pus containing biomedical texts as well as clin-
ical free-text (radiology reports), annotated for
negation and speculation cues (token level) along
with their linguistic scope (sentence level). This
corpus has been used for the development of su-
pervised learning classifiers, and was used in the
CoNLL 2010 Shared task (Farkas et al., 2010),
where the top performing system obtained an F-
measure of 0.864 for detecting uncertain sen-
tences (Tang et al., 2010), and 0.573 for detecting
in-sentence hedge cues (Morante et al., 2010).

In the clinical domain, rule-based systems for
distinguishing negations and uncertainties have
been successfully developed, e.g. Harkema et

al. (2009) and Friedman et al. (2004). ConText
(Harkema et al., 2009) is an extension of the
NegEx algorithm (Chapman et al., 2001), where
negated, historical, hypothetical conditions, and
conditions not experienced by the patient are au-
tomatically identified in emergency department
reports. RadReportMiner (Wu et al., 2009) is a
context-aware search engine, taking into account
negations and uncertainties, achieving improved
precision results (0.81) compared to a generic
search engine (0.27) using a modified version of
the NegEx algorithm, including expanded sets of
negation and uncertainty keywords.

Studies on uncertainty expressions in the
clinical domain: Verbal and numerical uncer-
tainty expressions and their role in communicat-
ing clinical information have been studied from
many perspectives and for different purposes, e.g.
decision-making, interpretation, impact on physi-
cians, patients and information systems. Most
often, studies have used direct and indirect scal-
ing procedures, where a fixed number of verbal
expressions are given for judgment, and evaluat-
ing results by inter- and intra-subject agreement
(see e.g. Clark (1990) for a critical review). In
general, intra-evaluator agreement is found to be
high, and inter-evaluator agreement to be low. In-
termediate probabilities are often more difficult
to agree on, while very high or low probabilities
result in higher agreement (see Khorasani et al.
(2003), Hobby et al. (2000), Christopher and Hotz
(2004)). In many cases, the main conclusion is
to recommend the use of controlled vocabularies
for expressing different levels of certainty. The
verbal expressions range from one word expres-
sions such as definite, likely, possible to longer
expressions such as cannot be excluded. The re-
lationship between expressing probabilities ver-
bally or numerically has also been studied (e.g.
Timmermans (1994) and Renooij and Witteman
(1999)), where findings suggest that verbal ex-
pressions are found to be more vague than numer-
ical, and hence more difficult to use in decision-
making.

The work presented here is divided into the fol-
lowing parts: 1) automatically classifying factu-
ality levels using the Stockholm EPR Diagnosis-
Factuality Corpus (Velupillai et al., 2011) with lo-
cal context features and 2) evaluating by measur-
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ing precision, recall and F-measure and 3) per-
forming a qualitative, manual error analysis. To
our knowledge, no previous research have mod-
eled factuality levels in clinical assessment docu-
mentation on a diagnostic statement level, nor on
Swedish clinical documentation.

2 Methods

Our work process is: (1) automatic classification
of the Stockholm EPR Diagnosis-Factuality Cor-
pus using local context features and (2) evaluating
the classification results quantitatively (precision,
recall and F-measure) and qualitatively by manual
error analysis1.

2.1 The Stockholm EPR
Diagnosis-Factuality corpus

Låg sannolikhet för <D>dvt</D> pga frånvaro av risk-

faktorer och blygsamma klin. fynd.

Low probability for <D>dvt</D> (abbr.) due to lack of risk

factors and modest clinical (abbr.) findings..

Example 1: Example sentence from the Stockholm EPR
Diagnosis-Factuality Corpus, D = Diagnostic statement. In
this case, the diagnostic statement dvt (deep venous throm-
bosis) was to be annotated for factuality level, e.g. possibly
positive.

The Stockholm EPR Diagnosis-Factuality corpus
consists of documents that have been extracted
from a university hospital emergency ward in-
cluded in the Stockholm EPR Corpus (Dalianis
et al., 2009). The documents are extracted from
a medical emergency ward, since this is a type
of clinic where several different types of diseases
can be encountered. Only entries documented un-
der the category Bedömning (Assessment) have
been used. This entry type was chosen since it
is where most reasoning, speculation and discus-
sion regarding the patient status is documented.
Each assessment entry is saved as one document,
i.e. no other information from the patient record
is used in the annotation task. Two domain ex-
perts (A1 and A2); senior physicians, both ac-
customed to reading and writing Swedish medi-

1This research has been carried out after approval
from the Regional Ethical Review Board in Stockholm
(Etikprövningsnämnden i Stockholm), permission number
2009/1742-31/5.

Total (#) With diagnoses (#)
Documents 3 846
Sentences 26 232 5 741
Tokens 283 007 69 355
Types (lemmas) 14 834 6 077
Diagnoses 6 483
Diagnosis types (lemmas) 302

Table 1: General statistics: Stockholm EPR Diagnosis-
Factuality Corpus. Total set annotated by annotator A1.
Each assessment entry is one document. Each diagnostic
statement is one annotation instance. Punctuation is included
in tokens and types.

cal records, annotated the diagnostic statements
for factuality levels. The largest set was anno-
tated by A1, which is used in the presented work.
Inter- and Intra-Annotator Agreement (IAA) re-
sults are 0.7/0.58 F-measure and 0.73/0.6 Cohens
κ, respectively. The corpus is further described in
(Velupillai et al., 2011).

2.1.1 Corpus characteristics

In the Stockholm EPR Diagnosis-Factuality Cor-
pus, sentence and keyword level annotations are
not used. Instead, only diagnostic statements are
annotated for factuality levels. A manually cre-
ated list of diagnostic statements was used, in-
cluding different inflections, variants and abbre-
viations. The diagnostic statements in this list
were automatically marked in brackets for the an-
notators to assign factuality levels. The whole as-
sessment entry was shown to the annotators. An
example sentence is shown in Example 1. Gen-
eral statistics of the Stockholm EPR Diagnosis-
Factuality Corpus are shown in Table 1.

Following the factuality modeling presented in
(Saurı́, 2008), factuality levels are first defined in
two polarities: Positive and Negative. Each of
these were also graded: Certain, Probable or Pos-
sible. In total six annotation classes are used for
marking factuality levels. Furthermore, the anno-
tation class Not Diagnosis is used for cases where,
e.g. the diagnostic statement in its context was
something else (e.g. infektion (infection, short
for clinical department)), or kol (coal in its mean-
ing medical coal, not the diagnosis COPD). The
annotation class Other is also included for cases
where e.g. the diagnostic statement referred to
someone other than the patient, or where the an-
notator could not assess the diagnostic statement
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according to any of the other classes2. The re-
sulting annotation classes were the result of thor-
ough discussions between the annotators and the
research group. Guidelines for the annotation task
are publicly available3.

2.1.2 Class distributions
The distribution of factuality level annotation
classes is shown in Table 2. Certainly positive
is in clear majority, almost 50%. Possibly nega-
tive, Not diagnosis and Other are very rare, with
less than 3%, respectively. The negative polar-
ity amounts to 21.7% in total, and intermedi-
ate positive factuality levels (probably and pos-
sibly) amount to 26.2%, which means that a fair
amount of diagnostic statements are speculative
or negated. Thus, distinguishing factuality levels
is very important for accurate information extrac-
tion.

Annotation Class n %
Certainly Positive 3 088 47.6
Probably Positive 1 039 16.0
Possibly Positive 663 10.2
Possibly Negative 139 2.2
Probably Negative 546 8.4
Certainly Negative 711 11.0
Not Diagnosis 117 1.8
Other 180 2.8
Σ 6 483 100.0

Table 2: Class distributions.

As a broad coverage approach was chosen, sev-
eral different diagnostic statements are present in
the annotated set. In Table 3, we see example dis-
tributions per class for some of the most frequent
diagnostic statements. We observe that some
diagnostic statements are more commonly used
only in one class, e.g. förmaksflimmer (atrial fib-
rillation) and hypertoni (hypertension): certainly
positive (93% and 89%, respectively). On the
other hand, dvt (deep venous thrombosis, abbre-
viated), and infektion (infection) are more spread
out and can be discussed in all factuality levels
and polarities. Infektion (infection) is also some-
times used for mentioning a clinic, which is why

2This class can be considered as a neutral class, for cases
where no polarity and factuality level can be assessed (un-
derspecified in Saurı́ (2008)).

3http://www.dsv.su.se/hexanord/guidelines/
guidelines stockholm epr diagnosis factuality corpus.pdf

it can be annotated as not diagnosis. Ischemi (is-
chaemia) is almost always assigned a negative po-
larity annotation class (28% probably negative,
58% certainly negative).

2.2 Automatic classification

For automatic classification we have used Con-
ditional Random Fields (CRF) (Lafferty et al.,
2001), as implemented in CRF++ 4, a classifica-
tion algorithm that has been successful for sim-
ilar Natural Language Processing (NLP) classi-
fication tasks. We use default settings, with no
added parameter tuning. As there are cases where
there are several diagnostic statements in one sen-
tence, we do not treat this as a sentence level
classification task. Instead, each token in all sen-
tences containing an annotation instance (the as-
signed factuality level class for the marked diag-
nostic statement5) is classified. We have, in this
work, used local features surrounding each anno-
tation instance.

Many previous studies on expressions of prob-
abilities in the clinical domain have used specific
keywords and phrases within a small context win-
dow (e.g. Khorasani et al. (2003), Hobby et al.
(2000)). Although these studies have been used
in English settings, we found similar patterns in
our Swedish clinical corpus. We limit the con-
text window to ±4. For expanding the language
model, we also use Part-of-Speech (PoS) tags and
lemmas, extracted from a general language tag-
ger for Swedish (Knutsson et al., 2003). We use
simple features: word, lemma and PoS tag.

All results from the automatic classification ex-
periments were measured on a test set containing
20% of the total amount of annotations. 80% of
the total set is used for training. Approximately
the same proportions of annotation class distribu-
tions are used in both sets. Results were measured
with precision, recall and F-measure, using the
CoNLL 2010 Shared task evaluation script con-
lleval.pl6. 95% confidence intervals were calcu-
lated for precision and recall.

4http://crfpp.sourceforge.net/#source
5diagnostic statements that are multiword tokens, such as

angina pektoris are concatenated into one token.
6http://www.cnts.ua.ac.be/conll2000/chunking/output.html
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Diagnosis CP PrP PoP PoN PrN CN ND O
deep venous thrombosis
dvt 83 (21) 36 (9) 89 (23) 25 (6) 91 (23) 55 (14) 0 12 (3)
infection
infektion 74 (25) 41 (14) 40 (13) 8 (3) 49 (16) 55 (18) 18 (6) 13 (4)
atrial fibrillation
förmaksflimmer 241 (93) 6 (2) 5 (2) 0 0 3 (1) 0 5 (2)
hypertension
hypertoni 213 (89) 16 (7) 5 (2) 0 0 0 0 4 (2)
ischaemia
ischemi 2 (2) 1 (1) 11 (9) 2 (2) 32 (28) 67 (58) 0 1 (1)

Table 3: Example distributions diagnostic statements vs factuality level classes, n (%). CP = Certainly Positive, PrP = Probably
Positive, PoP = Possibly Positive, PoN = Possibly Negative, PrN = Probably Negative, CN = Certainly Negative, ND = Not
Diagnosis and O = Other

3 Results

The training set consists of 4 583 sentences, 5 171
annotation instances, and the test set of 1 158 sen-
tences, 1 312 annotation instances. In these initial
experiments, we are interested in looking at the
local context, which is why we use only those sen-
tences that contain annotated instances. For eval-
uating the automatic classification results, we use
as a baseline the word itself as the only feature.
Following the IAA-results (see Velupillai et al.
(2011)), where the intermediate factuality levels
often were a source of lower results, we also per-
form automatic classification where we merge the
two intermediate factuality level classes per po-
larity, i.e. probably/possibly positive/negative are
merged into probably possibly positive and prob-
ably possibly negative. We also merge other and
not diagnosis into one class in order to increase
the number of instances. Majority class baseline
is also used for evaluating results.

All instances that are not annotated are as-
signed the class NONE. Baseline results are
shown in Table 4. The majority class certainly
positive obtains relatively high results (0.742 (all
classes) and 0.758 (merged classes) F-measure).
Overall average results for all classes is 0.561
F-measure and 0.605 for merged classes, an
improvement over the majority class baseline
(47.6% for all classes as well as merged classes).

3.1 Local context features

Using the closest context (window ± 1) improves
results considerably compared to the baseline (us-
ing only the word itself) for all classes and set-
tings (0.659 F-measure, all annotation classes,

0.704 F-measure, merged classes), using only
words and lemmas. Intermediate classes in the
positive polarity gain from merging, while not di-
agnosis obtains lower results. Increasing the win-
dow size step by step improves results further, and
best results are obtained using a window size of
± 4, with words, lemmas and PoS information
(Table 5). Using only words, lemmas and PoS
information in a four-span window preceding the
word itself yields similar results (0.69 F-measure
for all classes, 0.736 for merged classes), indi-
cating that preceding context is extremely valu-
able. Contrasting with posterior features (±4)
yields lower results: 0.599 (all classes) and 0.649
(merged classes). PoS information is useful in
combination with words and/or lemmas, not as
a feature on its own. A considerable improve-
ment is seen when increasing the window size
from ±2 to ±3 (0.67 to 0.69 all classes, 0.716
to 0.737 merged classes). The greatest gain is
seen for certainly negative, with an increase in
F-measure from 0.546 to 0.674 (all classes) and
0.55 to 0.676.

3.2 Error analysis
The erroneous classification results from using
window ± 4 with CRF classification have been
analyzed (semi-)manually. The most frequent er-
rors are misclassifications within the same polar-
ity, or missed instances. We observed some gen-
eral trends:

• Conjunctions: in many cases, conjunctions such as och (and),
eller (or), cause errors, indicating that surface level features
are problematic; these instances might have been captured if
syntactic information was used, e.g. Inga hållpunkter i lab
och ekg för pågående ischemi (No basis in lab and ecg for
ongoing ischaemia).
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Pa (95% CI) Ra (95% CI) Fa Pm (95% CI) Rm (95% CI) Fm Merged
CP 0.657 ± 0.04 0.853 ± 0.03 0.742 0.736 ± 0.03 0.781 ± 0.03 0.758 CP
PrP 0.5 ± 0.07 0.3202 ± 0.06 0.390 0.478 ± 0.05 0.611 ± 0.05 0.536 PrPoP
PoP 0.464 ± 0.08 0.09 ± 0.05 0.151
PoN 0.0 ± 0.0 0.0 ± 0.0 0.0 0.377 ± 0.08 0.153 ± 0.06 0.217 PrPoN
PrN 0.273 ± 0.08 0.296 ± 0.09 0.284
CN 0.393 ± 0.08 0.487 ± 0.08 0.435 0.454 ± 0.08 0.351 ± 0.07 0.396 CN
O 0.0 ± 0.0 0.0 ± 0.0 0.0 1.0 ± 0.0 0.2545 ± 0.11 0.40 O-ND
ND 1.0 ± 0.0 0.433 ± 0.18 0.605
Avga 0.565 ± 0.03 0.557 ± 0.03 0.561 0.609 ± 0.03 0.601 ± 0.03 0.605 Avgm

Table 4: CRF++, Baseline, i.e. only using the word itself as feature, without surrounding context. a = all annotation classes:
CP = Certainly Positive, PrP = Probably Positive, PoP = Possibly Positive, PoN = Possibly Negative, PrN = Probably Negative,
CN = Certainly Negative, ND = Not Diagnosis and O = Other. m = merged classes: PrPoP = Probably and Possibly positive,
PrPoN = Probably and Possibly Negative, O-ND = Other and Not diagnosis. P = Precision, R = Recall, F = F-measure, CI =
Confidence Interval.

• Lab results: in some cases, lab results (or similar) seem to be
highly indicative for specific diagnoses, but are not frequent
enough in the training set or captured well in this model.

• Short sentences: in some cases, the sentence only contained
the diagnostic statement itself, where the reasoning was doc-
umented in the remaining document. Here, it is evident that
larger contexts may be very important.

• Longer discussions: for some diagnostic statements, a long
discussion preceded the diagnostic statement itself, with
many modifiers and speculations. In these cases, the local
window did not model the factuality level well.

4 Discussion

In this study we present experiments on the im-
pact of local features for an automatic factuality
level classifier of Swedish diagnostic statements
using the Stockholm EPR Diagnosis-Factuality
Corpus. Using local context features improves re-
sults, in particular for annotation classes in the
positive polarity, as well as for certainly nega-
tive. Preceding features are very valuable, both
on their own and in combination with posterior
features. Posterior features are not useful on
their own. PoS information in combination with
words and/or lemmas contributes to slight im-
provements. More complex language models are
probably needed for improving results in the in-
frequent classes where context plays a larger role,
as shown in the error analysis. Using syntactic
features such as dependency parses and rules for
linguistic constructions might be useful here (see
e.g. Kilicoglu and Bergler (2008) and Velldal
et al. (2010)). Moreover, in some cases we ob-
serve the need for including features at a cross-
sentence level, and the inclusion of other types of

features such as laboratory results. Some phrases
might reflect ambiguous uses; for some diagnos-
tic statements they are used for indicating high
levels of certainty while for other diagnostic state-
ment types they are used for indicating specula-
tion. This is worth investigating further.

Merging annotation classes is fruitful for ob-
taining improved results, especially in the posi-
tive polarity. The same trends are not evident for
the negative polarity, which might be due to the
fact that the number of instances is much lower.
Moreover, the two possibly levels were often con-
fused even for the same annotator. These very low
certainty levels might instead be merged into one
neutral or very low certainty class, where polar-
ity is not as important. The classes not diagnosis
and other are too different to merge. Successful
classification of the annotation class other prob-
ably needs more sophisticated language model-
ing, such as co-reference resolution, in the cases
where instances are diagnostic statements refer-
ring to someone other than the patient.

In this corpus, we have a large amount of dif-
ferent diagnostic statement types. Grouping these
and classifying factuality levels according to di-
agnostic statement type might lead to the insight
that different types of features are indicative for
different types of diagnostic statements. More-
over, the different annotation classes might also
benefit from class-specific feature modeling, as
was seen for certainly negative, where using the
preceding context as features gave the best results.
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Pa (95% CI) Ra (95% CI) Fa Pm (95% CI) Rm (95% CI) Fm Merged
CP 0.826 ± 0.03 0.814 ± 0.03 0.82 0.839 ± 0.03 0.818 ± 0.03 0.828 CP
PrP 0.64 ± 0.07 0.576 ± 0.07 0.604 0.825 ± 0.04 0.72 ± 0.05 0.769 PrPoP
PoP 0.643 ± 0.08 0.437 ± 0.08 0.521
PoN 0.636 ± 0.20 0.304 ± 0.18 0.412 0.58 ± 0.08 0.55 ± 0.08 0.564 PrPoN
PrN 0.504 ± 0.09 0.528 ± 0.09 0.516
CN 0.789 ± 0.06 0.584 ± 0.08 0.716 0.79 ± 0.06 0.604 ± 0.08 0.686 CN
O 0.444 ± 0.19 0.16 ± 0.14 0.25
ND 1.0 ± 0.0 0.6 ± 0.18 0.75 0.885 ± 0.08 0.418 ± 0.13 0.568 O-ND
Avg 0.744 ± 0.02 0.66 ± 0.03 0.699 0.805 ± 0.02 0.723 ± 0.02 0.762 Avgm

Table 5: CRF++, window ± 4, word, lemma and PoS. a = all annotation classes: CP = Certainly Positive, PrP = Probably
Positive, PoP = Possibly Positive, PoN = Possibly Negative, PrN = Probably Negative, CN = Certainly Negative, ND = Not
Diagnosis and O = Other. m = merged classes: PrPoP = Probably and Possibly positive, PrPoN = Probably and Possibly
Negative, O-ND = Other and Not diagnosis. P = Precision, R = Recall, F = F-measure, CI = Confidence Interval.

4.1 Limitations

The study design has some limitations. The con-
cept of a diagnostic statement is not trivial and
given the limited collection of diagnostic state-
ments created in this work, the distribution of di-
agnostic statements might not reflect a real-world
scenario. However, with this corpus, we have ma-
terial for analyzing differences and similarities in
how different diseases and diagnosis types are ex-
pressed with regards to factuality levels. We have
shown that there are patterns among diagnostic
statements, these should be analyzed further.

A further limitation of this model and the re-
sulting corpus is the low number of annotations
in some annotation classes. Merging intermedi-
ate probability levels improved results in the pos-
itive polarity, but in the negative polarity the same
trend could not be observed. Here, we also had a
much lower amount of instances. Possibly nega-
tive was a difficult class even for the same annota-
tor, and might need further definitions. Moreover,
the annotation class other is very complex, as it
can be used for diagnostic statements referring to
someone other than the patient. For these types of
instances, co-reference resolution is needed, and
adding further levels to the annotation model such
as perspective or source might be useful (see e.g.
Saurı́ (2008), Wilbur et al. (2006) and Rubin et al.
(2006)). As the overall IAA results are relatively
low Velupillai et al. (2011), further refinements in
guidelines and resolving conflicting annotations
to build a consensus corpus would be useful.

There are also limitations in the classification
design; we have not tuned any parameters, nor

have we compared with other learning algorithms.
This should be further studied. Moreover, in order
to increase the number of annotations and extend-
ing the corpus, active learning techniques could
be very useful. The factuality level model with in
total six levels of certainty could be considered as
a continuum or scale, not necessarily as mutually
independent classes. From this point of view, the
factuality classification might be modeled differ-
ently, for instance through treating factuality as a
continuous variable.

4.2 Significance of study

To our knowledge, no other studies have ap-
proached the study of factuality levels on a diag-
nosis basis in clinical Swedish. Our results show
that the created model is feasible for an annota-
tion task, resulting in a corpus that can be used
for automatic classification. We see that specula-
tive expressions in Swedish clinical assessments
to a large extent are fairly consistent within a
small context window, but that for improving re-
sults further, deeper language and feature models
and might be needed. Automatic factuality level
classification could be integrated in an informa-
tion extraction system for clinicians and clinical
researchers, where different factuality levels are
distinguished. Choosing a broad approach gives
further knowledge in how similarities and differ-
ences between different factuality levels among
diagnostic statements in Swedish are expressed.
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Abstract. An important task in information access methods is distin-
guishing factual information from speculative or negated information.
Fine-grained certainty levels of diagnostic statements in Swedish clini-
cal text are annotated in a corpus from a medical university hospital.
The annotation model has two polarities (positive and negative) and
three certainty levels. However, there are many e-health scenarios where
such fine-grained certainty levels are not practical for information ex-
traction. Instead, more coarse-grained groups are needed. We present
three scenarios: adverse event surveillance, decision support alerts and
automatic summaries and collapse the fine-grained certainty level classi-
fications into coarser-grained groups. We build automatic classifiers for
each scenario and analyze the results quantitatively. Annotation discrep-
ancies are analyzed qualitatively through manual corpus analysis. Our
main findings are that it is feasible to use a corpus of fine-grained cer-
tainty level annotations to build classifiers for coarser-grained real-world
scenarios: 0.89, 0.91 and 0.8 F-score (overall average).

Key words: Clinical documentation, Certainty level classification, An-
notation granularity, Automatic Summary, Decision Support Alerts, Ad-
verse Event Surveillance, E-health

1 Introduction

A challenging Natural Language Processing (NLP) task is to accurately extract
relevant facts from clinical documentation. Speculative and negated information
need to be distinguished from asserted information. Electronic health records are
rich in factual and speculative opinions about a patient’s clinical conditions, often
expressed in free-text. This information is valuable for many e-health information
access situations.

Certainty level classification in corpora is a growing research area in the
domain of computational linguistics and information access, in particular for
domain-specific purposes.
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1.1 Related Work

In the interdisciplinary area of clinical natural language processing, several stud-
ies have targeted the issue of accurate information extraction by including nega-
tions and speculations in the information extraction model. In [1], assertion clas-
sification (present, absent or uncertain) is performed on medical problems. Rule-
based and machine-learning techniques are used and compared. The machine-
learning method, using features in a window of ± 4, outperforms the rule-based
method. Contextual features, including negation, are used for classifying clin-
ical conditions in [2]. In this study, uncertainties are, however, not modeled.
The BioScope corpus contains annotations for negation and uncertainty [3] on a
sentence level, with a subset of clinical radiology reports (the remaining corpus
contains biomedical research articles and abstracts). The 2010 i2b2/VA challenge
on concepts, assertions, and relations in clinical text [4] included a subtask for
classifying assertion levels of medical problems. The top performing system on
the assertion task obtained an F-score of 0.94 [5]. However, certainty levels are
not modeled on a fine-grained level in these studies. In other domains, more fine-
grained certainty levels are proposed, e.g. [6], [7] and [8]. The above-mentioned
studies are performed on English.

1.2 Aim and Objective

In this work, we use a Swedish clinical corpus with diagnostic statements anno-
tated at a fine-grained certainty level [9] to build coarser-grained classifications
reflecting three e-health scenarios where this distinction differs for each scenario:
adverse event surveillance, decision support alerts and automatic summaries.
Creating annotation models is costly. Using fine-grained models for several pur-
poses might be an efficient approach. Our aim is to study whether an existing
corpus with fine-grained certainty level annotations can be used for creating mul-
tiple scenario-specific certainty level groups, and to study whether limitations
in the existing corpus are transferred as limitations in the chosen scenarios. We
build automatic classifiers for each scenario, and analyze the results quantita-
tively. Annotation discrepancies in the corpus are scrutinized and analyzed qual-
itatively. To our knowledge, no previous research has used fine-grained certainty
level annotations for building several use cases with coarse-grained certainty level
groups, nor has this been performed on Swedish clinical text.

2 Method

A Swedish clinical corpus annotated for fine-grained certainty levels on a diag-
nostic statement level was used1. The fine-grained classification was collapsed
into groups for three different coarse-grained e-health scenarios. Automatic clas-
sifiers for each scenario were built, using Conditional Random Fields and simple

1 Approved by the Regional Ethical Review Board in Stockholm (Etikprövnings-
nämnden i Stockholm) permission number 2009/1742-31/5.
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local context features. Results were evaluated quantitatively through precision,
recall and F-score. Annotation discrepancies were analyzed qualitatively through
manual corpus analysis.

2.1 Corpus Characteristics

The corpus consists of assessment entries from a medical emergency ward in
the Stockholm area. In these entries, reasoning about the patient’s status and
diseases is documented. Diagnostic statements were automatically tagged in the
clinical notes and the annotators judged their certainty levels [9]. An example
entry is shown in Figure 1.

Oklart vad pats symtom kan komma av. Ingen säker <D>infektion</D>.
Inga tecken till inflammatorisk sjukdom eller <D>allergi</D>. Reflux med
irritation av luftrör och s̊aledes hosta? Dock har pat ej haft n̊agra symtom
p̊a <D>refluxesofagit</D>. Ingen ytterligare akut utredning är befogad.
Hänvisar till pats husläkare för fortsatt utredning.
Unclear what patient’s (abbr.) symptoms arise from. No certain <D>infection</D>.

No signs of inflammatory disease or <D>allergy</D>. Reflux with irrita-

tion of airways and therefore cough? But pat has not had any symptoms of

<D>refluxoesophagitis</D>.No further urgent investigation required. Refer to pats

GP for continued investigation..

Fig. 1. Example assessment entry. D = Diagnostic statement. Each marked diagnos-
tic statement was judged for certainty levels. In this case, the diagnostic statements
infektion (infection), allergi (allergy) and refluxesofagit (refluxoesophagitis) were to be
assigned one of the six certainty level annotation classes.

The annotators were shown the entire assessment entry and were asked to anno-
tate each marked diagnostic statement into one of the six certainty level anno-
tation classes2. The certainty levels are modeled in two polarities: positive and
negative, as well as certainty level: certain, probable or possible, see Figure 2.
Overall Inter- and Intra Annotator (IAA) results, measured on a subset of the
total amount of annotations, were 0.7/0.58 and 0.73/0.6 F-measure/Cohens κ,
respectively. This subset was used for the qualitative error analysis. The corpus
along with guidelines and further analysis are presented in [9]3.The full corpus
consists of 5 473 assessment entries, 6 186 annotated diagnostic statements and
64 832 tokens (7 464 types) annotated by one annotator. Common error types
in the annotations are shown in Table 1. We see similarities in both inter- and
intra-annotator discrepancies, the most common error type is 1-step (66% and
69%).

2 Other classes were also included, but are not analyzed in this work.
3 The annotators were two senior physicians, accustomed to reading and writing med-

ical records.
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Fig. 2. Fine-grained certainty level classification of diagnostic statements into two po-
larities and three levels of certainty, in total six classes.

Table 1. The most common error types in the annotated corpus. 1-step = discrepancy
in one step, e.g. certainly negative vs probably negative. Certain/Uncertain = discrep-
ancy between the highest level of certainty and intermediate certainty level classes
(probably or possibly). Polarity = discrepancy in positive vs negative. ninter = inter-
annotator analysis. nintra = intra-annotator analysis

Type ninter % nintra %

1-step 408 66 284 69
Certain/Uncertain 270 44 191 46
Polarity 99 16 58 14

Total 614 100 411 100

2.2 E-health Scenarios

We define three tentative e-health scenarios: adverse event surveillance, decision
support alerts and automatic summaries. These scenarios reflect different needs
when it comes to distinguishing and defining the boundaries between certainty
levels. The different coarse-grained certainty level groups for the chosen scenarios
relate to the original fine-grained classification model as shown in Figure 3. The
fine-grained classes certainly positive, probably positive, possibly positive, possibly
negative, probably negative and certainly negative are included and excluded in
different ways for each scenario. The scenarios are further described below.

Adverse event surveillance One instrument used for surveillance of adverse
events in hospital care is the Global Trigger Tool [10]. Here, a number of triggers
are defined and used for extraction of records which are subsequently manually
scrutinized for adverse events. Automation of the trigger identification proce-
dure and extraction of records saves manual labor, and is presently employed
at Karolinska University Hospital for triggers in the structured parts of medical
records. Further development of this system would be automatic identification
of some of these triggers found in the free-text part of health records, and to
this add trigger negation detection. Only cases that are negated with the highest
possible level of certainty should be excluded in a potential trigger extraction
system. Accurate exclusion of negated cases would lower the overall manual work
load. Hence, in this scenario, we get a binary grading: existence (at some level of
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certainty) or no existence (at the most certain level). All five annotation classes
except certainly negative are collapsed into the existence grade.

Fig. 3. Modeling e-health use cases by utilizing fine-grained certainty level annotations
for coarser-grained classifications, reflecting scenario-specific needs. Top: adverse event
surveillance. Middle: decision support alerts. Bottom: automatic summaries.

Decision support alerts In this scenario, the important distinction in an in-
formation access setting, is to flag whenever there is a plausible diagnosis [11]. An
example of an automated application would be a decision support: if a plausible
case is identified, guidelines or other similar recommendations are automatically
shown to the clinician in order to take suitable action. Another potential appli-
cation would be alerting the clinician who is medically responsible for a patient:
a nurse documenting a plausible condition produces an automatic alert to the
responsible clinician to take action. Separating positive (or near positive) cases
from negative cases is important here. Using the fine-grained certainty level an-
notation classes, we collapse all positive classes as well as possibly negative4 to
one group: plausible existence. At the negative polarity probably negative and
certainly negative are collapsed into: no plausible existence.

Automatic summaries When presented with a new patient, an overview, e.g.
textual summary, would help the clinician to get an overall impression of ear-
lier diagnoses and health history. A presentation of diagnoses that have been
affirmed, excluded, or discussed as a possibility need to be processed by an
automatic information extraction system that can distinguish such cases [12].
Moreover, from a different perspective, patients might be interested in obtain-
ing an overview of their own health records in a similar manner, in order to

4 The two classes possibly positive and possibly negative are in this case judged together
as a joint middle class.
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understand and participate in her or his clinical situation. In this scenario, we
use affirmed and negated as two separate groups, and the remaining intermedi-
ate, speculative classes are collapsed into one speculated group. Hence, we get a
multi-class classification problem with three class labels.

2.3 Automatic Classification and Evaluation

We have used Conditional Random Fields [13], as implemented in CRF++ 5

with default parameter settings for building token level classifiers. All sentences
containing diagnostic statements annotated for certainty levels were tokenized6,
and local context features (word, lemma and Part-of-Speech (PoS) tags7) with
a window of ±4 were used for each token, as this setting produces best results
[15]. Each diagnostic statement token was assigned exactly one certainty level
class, all other tokens were assigned the class NONE.

The corpus was divided into a training set (80%, 4 367 sentences, 4 929
diagnostic statements, 51 523 tokens) and a test set (20%, 1 106 sentences, 1 257
diagnostic statements, 13 309 tokens), with a stratified distribution of annotation
class labels, see Table 2.

Table 2. Coarser-grained certainty level annotation class labels, training and test
set: number of class instances and percentages in parentheses. S-1 = adverse event
surveillance. S-2 = decision support alerts. S-3 = automatic summaries.

Training set Test set

Scenario Group S-1 (%) S-2 (%) S-3 (%) S-1 (%) S-2 (%) S-3 (%)

S-1
existence 4 372 (89) 1 103 (88)
no existence 557 (11) 154 (12)

S-2
plausible existence 3 934 (80) 995 (80)
no plausible existence 995 (20) 262 (20)

S-3
affirmed 2 463 (50) 625 (50)
speculated 1 909 (39) 478 (38)
negated 557 (11) 154 (12)

Total 4 929 (100) 4 929 (100) 4 929 (100) 1 257 (100) 1 257 (100) 1 257 (100)

Results were measured with precision, recall and F-measure, using the CoNLL
2010 Shared task evaluation script conlleval.pl8. 95% confidence intervals were
calculated for precision and recall. Two baselines were used: majority class base-
line and a classifier with no local context features, i.e. the diagnostic statement
itself is used as the only feature.

5 http://crfpp.sourceforge.net/#source
6 multi-word diagnostic statements such as heart attack were concatenated and treated

as one token
7 using a general Swedish tagger [14]
8 http://www.cnts.ua.ac.be/conll2000/chunking/conlleval.txt
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3 Results

In this section we present automatic classification results for each e-health sce-
nario, as well as a qualitative error analysis based on the annotated corpus. In
the error analysis, we find that difficulties in the distinction between the fine-
grained classes probably negative and certainly negative seem to be the source
of most errors in the corpus, and Inter- and Intra-Annotator Agreement (IAA)
problems are therefore reflected differently in the three scenarios. We also find
that results in the error analysis for the coarse-grained grades are correlated
with the distribution of diagnostic statements along the scale of the fine-grained
certainty levels. Some diagnostic statements are evenly distributed along this
scale, while others are more frequent in the positive polarity (e.g. hypertension,
different types of arrythmias, hyperventilation, allergies, different skin diseases)
or negative polarity (e.g. thrombosis and ischemia), as shown in [9]. This re-
flects the clinical need to negate certain disorders in the documentation, but
not others. The discrepancies reflect difficulties in judging certainty for different
types of diagnostic statements at the respective polarities, with different types
of linguistic and clinical assessment problems arising at the respective polarities
accordingly.

3.1 Adverse Event Surveillance

In this scenario, we have a binary classification problem: existence and no exis-
tence. This could also be considered similar as a negation detection task.

Classification results In Table 3, results for the baseline (without context
features) and for the classifier using a local context window of ±4 is shown. A
majority class baseline is 88%. In general, using local context features improves
results compared to both baselines (0.89 F-score), but compared to the majority
class baseline only a slight improvement is seen. For the minority class no exis-
tence, context features increase results considerably, in particular for precision
(from 0.54 to 0.83), although recall is low (0.51).

Table 3. Classification results for the scenario adverse event surveillance. Binary clas-
sification: existence and no existence. P = Precision, R = Recall, F = F-score. 95%
confidence intervals are given (±). Majority class baseline = 88%. Baseline = no context
features, Local context = word, lemma and PoS-tag, window ±4.

Baseline Local context

Class label P R F P R F

existence 0.53±0.03 0.98±0.01 0.68 0.93±0.01 0.91±0.02 0.92
no existence 0.54±0.08 0.14±0.05 0.23 0.83±0.06 0.51±0.08 0.63

Total 0.53±0.03 0.88±0.02 0.66 0.92±0.01 0.86±0.02 0.89
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Error analysis The lower results for no existence in the automatic classifi-
cation for this scenario appears to be connected to known difficulties in the
distinction between probably negative and certainly negative in the annotated
corpus. There are not many errors in assigning polarity (see Table 1), i.e. the
diagnostic statements are clearly in the negative polarity, but the strength of
the negation has been judged differently in many cases. Part of the errors are
due to the lexical context surrounding the diagnostic statement. For instance,
the phrase inga h̊allpunkter för (no indicators of), has been inconsistently inter-
preted. These cases are also a source of many errors in the automatic classifica-
tion. Moreover, these inconsistencies are often related to diagnostic statements
belonging to diagnosis types that are difficult to exclude, such as DVT (deep
venous thrombosis), where complete exclusion is clinically difficult. Speculations
arise around these diagnosis types because of important severe consequences if
missed or misjudged. There are also inconsistencies that depend on whether the
annotator(s) have judged the local or global context (i.e. the whole assessment
entry, or only the current sentence). Modifiers such as liten, e.g. liten misstanke
(small suspicion), are an interesting source of errors: these can be interpreted
differently depending on whether emphasis is put on misstanke (suspicion), or
liten (small), and would need to be defined further in the guidelines.

3.2 Decision Support Alerts

In this scenario we need two groups. The classification task is hence modeled
with binary class labels: plausible existence and no plausible existence.

Classification results In Table 4, results are shown for the classification base-
line as well as for using local context features. A majority class assignment is
80%. Overall results are improved using local context features (from 0.61 F-score
to 0.91), and are also improved compared to the majority class baseline. For the
minority class no plausible existence, results are considerably improved both for
precision (from 0.72 to 0.92) and recall (from 0.22 to 0.79).

Table 4. Classification results for the scenario alerts for decision support. Binary clas-
sification: plausible existence and no plausible existence. P = Precision, R = Recall,
F = F-score. 95% confidence intervals are given (±). Majority class baseline = 80%.
Baseline = no context features, Local context = word, lemma and PoS-tag, window
±4.

Baseline Local context

Class label P R F P R F

plausible existence 0.48±0.03 0.97±0.01 0.64 0.95±0.01 0.90±0.02 0.92
no plausible existence 0.72±0.05 0.22±0.05 0.34 0.92±0.03 0.79±0.05 0.85

Total 0.49±0.03 0.82±0.02 0.61 0.94±0.01 0.88±0.02 0.91
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Error analysis The boundary in the fine-grained classification model is shifted
towards the positive polarity, as compared to the adverse event surveillance
scenario. The main source of errors lies in cases where certain clinical exclusion
is very difficult, due to the nature of the diagnosis itself (e.g. DVT). Another
source of errors lies in cases where tests have been performed in order to exclude
a specific diagnosis. These cases are difficult since performing a test in itself is
an indication that there is a risk of this diagnosis, but from the surrounding
context it can be evident that the diagnosis is highly unlikely.

3.3 Automatic Summaries

In this scenario, we need three grades, resulting in a multi-class classification
problem: affirmed, speculated, and negated.

Classification results A majority class assignment (affirmed) is 50%. In Table
5 results for the classifiers (baseline, and context window ±4) are shown. Using
local context features result in a considerable improvement for all classes (0.8
F-score, overall average, compared to 0.5, both baselines). Recall for negated is,
however, relatively low (0.55).

Table 5. Classification results for the scenario automatic summary. Multi-class clas-
sification: affirmed, speculated and negated. P = Precision, R = Recall, F = F-score.
95% confidence intervals are given (±). Majority class baseline = 50%. Baseline = no
context features, Local context = word, lemma and PoS-tag, window ±4.

Baseline Local context

Class label P R F P R F

affirmed 0.79±0.03 0.72±0.03 0.75 0.87±0.03 0.81±0.03 0.84
speculated 0.25±0.02 0.77±0.02 0.38 0.81±0.02 0.77±0.02 0.79
negated 0.50±0.08 0.18±0.08 0.27 0.81±0.06 0.55±0.08 0.66

Total 0.40±0.03 0.67±0.03 0.50 0.84±0.02 0.76±0.02 0.80

Error analysis In this scenario, we focus on an error analysis in the positive
polarity, which is not covered in the other two scenarios. These errors mostly re-
flect difficulties in distinguishing between probably positive and certainly positive
in the annotated corpus. A majority of the cases are due to linguistic mark-
ers such as misstänkt <D>x</D> (suspected <D>x</D>) or kliniska tecken
p̊a <D>x</D> (clinical signs of <D>x</D>). We see more discrepancies in
the annotations concerning diagnosis types determined by subjective judgement,
e.g. hyperventilering (hyperventilation) and panik̊angest (panic disorder) than
diagnosis types that are measured objectively, e.g. hypertoni (hypertension). A
difference in the judgments made by the human annotators lies in whether they
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have based their judgments on clinical knowledge or linguistic markers, e.g. Ur-
inprov pos. därför troligen urinvägsinf. (Urine sample pos. thus probably urinary
tract inf.) We observe some difficult cases for chronic diseases. For instance, the
example troligen stressutlöst astma (probably stress triggered asthma), could
be interpreted as certainly positive in the sense that the patient is diagnosed
with asthma, or as probably positive in the sense that this particular event of an
asthma attack is probably triggered by stress.

4 Analysis and Discussion

In this study we present work using a corpus annotated with fine-grained cer-
tainty classes on a diagnostic statement level, for coarser-grained e-health sce-
narios. We present three scenarios: adverse event surveillance, decision support
alerts and automatic summaries. These scenarios are real-world situations where
computerized support is beneficial [12], and where Natural Language Processing
techniques involving negation handling may be useful [11]. Each scenario requires
different certainty level models, and we collapse classes from the fine-grained clas-
sification model into three different coarser-grained groups. We build classifiers
using local context features for each scenario. A qualitative analysis on anno-
tation errors deepens the understanding of problems in the boundaries between
certainty level classes. We observe promising results by the automatic classifiers
for all three scenarios (0.89 F-score (adverse event surveillance), 0.91 F-score (de-
cision support alerts) and 0.8 F-score (summaries), overall average). Our main
findings are that it is feasible to use a fine-grained certainty level classification
model of diagnostic statements for building coarser-grained e-health scenarios.
Although overall IAA is relatively low for the fine-grained model [9], most errors
are found in the 1-step borders between the fine-grained levels, thus yielding
higher IAA for coarser-grained situations. Annotation discrepancies in interme-
diate certainty level classes do not pose problems when classes are collapsed
into coarser-grained certainty level groups. However, there are some problematic
issues, in particular in the distinction between probably negative and certainly
negative in the fine-grained classification model, which need to be further defined
in the annotation guidelines. This problem becomes evident when looking at the
results for the automatic classifier for the scenario adverse event surveillance,
where recall in the minority class no existence is 0.51. Whether the fine-grained
model is considered a sliding scale, or a two-step decision (polarity followed by
certainty level) by the annotators is also a factor that should be studied further
and need to be clarified when creating fine-grained certainty level annotation
tasks.

Previous work (e.g. [1], [2], [4], [5]), on similar tasks are difficult to compare
for several reasons. For instance, the certainty level models, annotation tasks,
corpora and classification approaches are different to those employed in this
work. However, some general trends are observed, such as the problem of skewed
class distributions and ambiguity of context cues. Interestingly, local context
features in a window of ±4 are shown to be useful also for English [1], as well as
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for Swedish [15]. Cross-lingual studies would be a very interesting continuation
of this work. Moreover, the fine-grained certainty levels might also be useful as
features for other (higher-level) classification tasks.

Qualitative studies on terminologies used for expressing diagnostic certainties
reveal that intermediate probabilities are more often difficult to agree on among
human (clinical) evaluators ([16] and [17]), which is in line with our observations.
This is an inherently subjective task, and it is not trivial to define what upper
performance bounds would be for classifiers.

4.1 Limitations

The automatic classifiers have been built on annotations by one annotator only,
not on a consensus set by several annotators. Overall results are also affected by
skewed class distributions, results for minority classes need to be further ana-
lyzed. Moreover, other classification algorithms should be tested. We treat this
task as a token level classification problem, using Conditional Random Fields for
classification. Other classification algorithms or representations might be better
suited for this task, this should be studied further and compared. More detailed
feature analysis is also needed, as well as under- or oversampling data for dealing
with the problem of skewed class distributions. For instance, no global context
features have been used, nor any clinical domain-knowledge based features, such
as test results.

Moreover, the qualitative error analysis is performed on annotations by two
annotators, and only on a subset of the original corpus. A correlation between
inter-annotator discrepancies and the errors resulting from the classifiers should
be analyzed in future studies.

4.2 Significance of Study

Our results are valuable for further work on creating accurate information extrac-
tion methods for clinical real-world cases. In health care, there is a constant need
for quick decisions based on earlier documentation. This is often complicated by
the accumulating mass of text surrounding every patient case. Automatic text
processing for applications such as decision support and summaries or overviews,
adapted to natural language, would facilitate the clinical workday. Also, automa-
tion of surveillance tools for adverse events can assist in improvement of hospital
care. This study indicates that it is possible to use a general resource for specific
scenario solutions. Instead of creating, in this case, three coarse-grained anno-
tation tasks and subsequent corpora, one fine-grained model can be used for
several purposes successfully. To our knowledge, no previous research has used
fine-grained certainty level annotations for building several coarse-grained use
cases, nor has this been studied on Swedish clinical text.
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