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Who are we?

DSV @ Stockholm University

• DSV: Data- och SystemVetenskap (Computer and Systems Sciences)

• # of  students: approx. 5400

• # of  staff  members: 176 (60 profs. /associate profs. / lecturers)
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Our AI research arena @ DSV
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Research at DSV – data science group

Main research areas:
• Sequential and temporal data mining

• Interpretability and explainability of  machine learning methods

• Ethics and bias in machine learning

• Machine learning for healthcare applications

• Clinical text mining and natural language processing
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Current projects:

• EXTREMUM (2020-2024): explainable and ethical ML for healthcare

• Covid-Sim (2020-2021): reinforcement learning for simulation of pandemics

• TEMPOMiner (2017-2020): temporal data mining for detecting ADEs in
healthcare



Part II - Outline

• Temporal abstractions for EHR data

• Actionable models and counterfactual explanations for EHR data

• Attention-based deep learning for healthcare event prediction

• Interpretable ranking and classification of radiography exams
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Electronic Health Records: content
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• Diagnoses

• Drug prescriptions

• Clinical tests

• More complex structures

o clinical notes

o medical images

o MRIs

o ECGs

o …

A01AD05

I25.110

Longitudinal collection of electronic health information

about individual patients and populations
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- WHO

- Public Health 
Agency

- National Board 
of Health and Welfare



ICD10* codes

• 10th revision of the International Classification of Diseases and Related
Health Problems

• a classification system that is used to record medical activity

• the system enables classification and quantification of diseases and other
health-related issues

3 -7 
characters 

long
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* http://www.ahima.org/icd10



ICD10 codes: examples
(total of  22 chapters)

Panagiotis Papapetrou9



ICD10 codes: examples
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ATC* codes

• Anatomical Therapeutic Chemical codes, first published in 1976

• Used for classification of active ingredients of drugs

• Based on the organ/system on which they act
o therapeutic

o pharmacological and chemical properties

• Controlled by the World Health Organization Collaborating Centre
(WHOCC) for drug statistics methodology
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* http://www.whocc.no/atc_ddd_index/

acetylsalicylic acid (aspirin)



ATC codes – example: A10BA02
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ATC codes classify drugs into five different levels

Level Content Type Example

I anatomical main group 1 letter A: alimentary tract and metabolism

II therapeutic subgroup 2 digits A10: diabetes drugs

III pharmacological 
subgroup 

1 letter A10B: blood glucose lowering drugs, 
excl. insulins

IV chemical subgroup 1 letter A10BA: biguanides

V chemical substance 2 digits A10BA02: metformin



Extracting features from EHRs

• Mainly two lines of approaches:
o static features

o temporal features
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Static features

• Mainly two lines of approaches:
o static features

o temporal features
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The class labels assigned
depending on task at hand,
e.g., ADE detection

• Existing out-of-the-box classifiers are used

o Decision trees, random forests, SVMs, deep learning architectures
[Chazard2011, Zhao2013, Karlsson2013, Shickel2018, Bampa2019]



Temporal features

• Mainly two lines of approaches:
o static features

o temporal features
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Clinical measurements:
• different units
• times of measurement
• sparsity



Temporal abstractions of  EHRs

• Database: EHRs of Patients

• Each EHR:
o Multiple temporal variables registered and evolving concurrently

o Each variable with multiple readings until a critical time point ti, e.g., glucose,
creatinine, cholesterol

o Class label: Disease/symptom detected at time ti (event of interest)
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Two types of  temporal abstractions

• Trend abstraction:

o e.g., decreasing, steady, increasing

o time series segmentation + identify slopes

• Value abstraction

o e.g., very low, low, normal, high, very high

o use 10th, 25th, 75th, and 90th percentiles on the lab values to define [Batal2012]
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Temporal abstractions of  EHRs

• Supervised temporal prediction [Batal2012, Rebane2019]

o Given a labeled dataset of temporal instances up to time ti

o Find frequently occurring “temporal patterns” for each label

o Given a sample instanceà predict its label
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Event of
interest



Temporal abstraction patterns

• What is a temporal pattern?

o a sequence of  “temporal relations”

between state intervals A and B

• What kind of “temporal relations”?

Based on Allen’s temporal logic
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Mining temporal abstraction patterns

Lee et al., Z-Miner: an efficient method
for mining frequent arrangements of
event intervals, KDD 2020

Lee et al., Z-Embedding: A spectral
representation of event intervals for
efficient clustering and classification,
ECML/PKDD 2020



Temporal abstractions of  sparse EHRs
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Hielscher et al. Mining Longitudinal Epidemiological

Data to Understand a Reversible Disorder, Intelligent

Data Analysis, 2014

Zhao et al. Learning from Heterogeneous Temporal

Data in Electronic Health Records, Journal of

Biomedical Informatics, 2017
Bagattini et al. A classification framework for

exploiting sparse multi-variate temporal features

with application to adverse drug event detection in

medical records, BMC Medical Informatics and

Decision Making, 2019

Rebane et al. SMILE: a feature-based temporal

abstraction framework for event-interval sequence

classification, Data Mining and Knowledge

Discovery, accepted [pre-print online]



Framework overview

Panagiotis Papapetrou23



Phase A: normalization

• Z-normalization

o Each multi-variate feature S is z-
normalized:
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Phase A: summarization

• Z-normalization

o Each multi-variate feature S is z-
normalized:

• Summarization
o Piecewise Aggregate Approximation
(PAA)

o Dimensionality reduction from d to w
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Phase A: symbolic representation

• SAX mapping

o each record is mapped to a string
using SAX

o length: number of measurements
o alphabet: 2 – 5, or set using domain
knowledge
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Discretize into a vector of symbols
o breakpoints map to small alphabet a

of symbols

-3

-2

-1

0

1

2

3

4 8 12 160

00

01

10

11

iSAX(S,4,4)



bacccc

cbbc

abbbba

bbbc

baaacbb

bcccabc

Panagiotis Papapetrou27

multi-variate
feature

3.45

1.23

5.56

…

real-valued
feature

Phase B: mapping to real features

bbaab

reference feature

distance function



Phase B: subsequence enumeration

• s-shapelet generation:
o random subsequences s of length t ∊ [1, lmax]

• s-shapelet evaluation:
o each s is converted to a real value based on its distance to each

multi-variate feature sequence
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lmax: max length of  
a feature sequence



Phase B: subsequence selection

• For each mutli-variate feature:

o select the s-shapelet s* with the max utility:

o select the alphabet size with the max utility

• Final set of s-shapelets:
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Phase C: transformation

• A function τ* is learned:
o transform any data object of the original multi-variate space to

a set of real-valued features

• Each data example is transformed using τ*:

Panagiotis Papapetrou30



Panagiotis Papapetrou31



Panagiotis Papapetrou32

• Adverse Drug Events (ADEs) are injuries that occur from the use of a drug,

such as overdoses or dose reductions, or drug interactions

• They account for 3.7% of hospital admissions around the world

• ADEs have been estimated to come at a cost of  $3.5 billion/year in the U.S 

alone, despite ADEs being preventable



lr: AUC vs feature sparsity
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• As the % of feature sparsity increases, AUC also increases!

• Shorter s-shapelets (i.e., 2-8) are preferable to longer ones (> 20)



Temporal abstractions of  sparse EHRs
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Hielscher et al. Mining Longitudinal Epidemiological

Data to Understand a Reversible Disorder, Intelligent

Data Analysis, 2014

Zhao et al. Learning from Heterogeneous Temporal

Data in Electronic Health Records, Journal of

Biomedical Informatics, 2017
Bagattini et al. A classification framework for

exploiting sparse multi-variate temporal features

with application to adverse drug event detection in

medical records, BMC Medical Informatics and

Decision Making, 2019

Rebane et al. SMILE: a feature-based temporal

abstraction framework for event-interval sequence

classification, Data Mining and Knowledge

Discovery, accepted [pre-print online]



The notion of  e-lets

Panagiotis Papapetrou35

Class-distinctive Temporal 

abstraction subsequences

SMILE: a formulation 

that uses e-lets as 

classification features!
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Interpretable and actionable models
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• Trade-offs between interpretability + accuracy

• Ability to understand the predictions + act to prevent undesirable

outcomes without compromising predictive performance

black box 
classifier

The patient will die
from HF in 2 days!

Now what? 
Please tell 
me why?

I can tell you what changes need to

be done to the patient record, so that

I can change my prediction J



ADE prediction (Yes/No)
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• Main task:
predict the presence or absence of an ADE in a patient’s next visit given
EHR data entries from all previous visits!



Main goals
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• Empirically evaluate which code-level interpretable deep learning

architecture provides the best performance for ADE prediction

• Examine which data sources (diagnoses, medications, lab tests) best aid

in ADE predictive performance and medical interpretability

• Determine the extent in which code-level attention mechanisms

contribute to interpretability for ADE predictions



Methods (Vanilla RNN)
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Predict ADE yes/no 
in the future

Input: medical codes c for each medical visit v to train the network across patients

Pass info from one visit to the next within network



Limitations of Vanilla RNN

• Standard seq2seq models are normally composed of an encoder-

decoder architecture

• Encoder: processes the input sequence and summarizes the information

into a context vector of fixed length

• This representation is expected to be a good summary of the entire

input sequence

• Decoder: initialized with the context vector and uses it to generate the

transformed output
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Limitations of Vanilla RNN

• Structrural limitation:
o fixed-length context vector

• Why?
o inability of remembering longer sequences

o earlier parts of the sequence are forgotten once the entire sequence is
processed

• The attention mechanism concept was born to resolve this problem

• Attention mechanism: keep the intermediate encoder states and
utilize all of them in order to construct the context vectors required by
the decoder to generate the output sequence
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Medical ”attention”

• We may want the decoder to focus more on, e.g., visits 1 and 3,

while paying less attention to the remaining visits of the patient

• Solution:

o Train a feed forward neural network

o learn to identify relevant encoder states

o generate a high score for the visits for which attention is to be paid

while low score for the visits which are to be ignored
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Methods (Timeline, Bai 2018)
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attention values for code
contribution

learn how the code contributions
should change over time



Methods (RETAIN, Choi 2016)
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Determine code level attention Determine visit level attention
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Experimental Setup

• RETAIN and Timeline:

o proven to be competitive state-of-the-art architectures which permit thorough

interpretability down to the code-level

o trained for ADE prediction using an original data source consisting of

information for 1,4 million patients obtained from HealthBank at Stockholm

University
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Experimental Setup

• Non-ADE ICD-10 and ATC codes were reduced to higher level
hierarchical categories by selecting only the first three characters

• Such categories correspond to main categories of ICD-10 codes and to
therapeutic subgroups in the case of ATC codes

• # of ICD-10 categories: 1692

• # of ATC subgroups: 109

• Visits defined on a monthly basis

• Patients also needed at least three such visits to be included

• Two data sets: including or excluding medication data
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RETAIN was determined to be the best performing architecture under the

conditions of using diagnoses data

Results: AUC / F1



Interpretability of  RETAIN
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Very high risk from given history

Rebane et al. Exploiting Complex
Medical Data with Interpretable
Deep Learning for Adverse Drug

Event Prediction. Journal of AI in

Medicine



Time series counterfactuals
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Problem: What is the min # of changes to the
abnormal time series to convert it to normal ?

Karlsson et al. Locally and globally
explainable time series tweaking. In

Knowledge and Information Systems 2020



Solution outline
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• Consider S as an m-dimensional point

• Define an m-sphere with S as its center

and radius θ

• The transformed time series counterpart

of  S is given by the following equation:

shapelet in 
condition

best matching
subsequence in T



Automated ranking/tagging/captioning of
radiography exams
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Automated ranking/tagging/captioning of
radiography exams
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Automated ranking/tagging/captioning of
radiography exams
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Automated ranking/tagging/captioning of
radiography exams
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• Security and privacy issues

• Hard to convince public authorities to make more data available
to researchers

• Hard to convince doctors to adopt new “black box” models

• Cloud solutions are in many cases unacceptable

• Need to federated learning solutions

• Many players/systems are used by practitioners

• Need for a unified cross-border database of medical records

Panagiotis Papapetrou56

Closing remarks



Thanks to…
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Henrik Boström

Isak Karlsson

Hans E. Persson Hercules Dalianis

Jon Rebane

Aristides Gionis

Maria Bampa



We are hiring!

• Postdoc position: two years full-time

• Deadline: January 15 2021

• Apply here: 

https://www.su.se/english/about-the-university/work-at-
su/available-jobs?rmpage=job&rmjob=13760&rmlang=UK

• More information about our group: 

https://datascience.dsv.su.se
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https://www.su.se/english/about-the-university/work-at-su/available-jobs?rmpage=job&rmjob=13760&rmlang=UK
https://datascience.dsv.su.se/


Bibliography

• Gunter TD, Terry NP, The Emergence of National Electronic Health Record Architectures
in the United States and Australia: Models, Costs, and Questions. J Med Internet Res
2005;7(1):e3

• H.Dalianis, M. Duneld and S. Velupilai, The Stockholm EPR Corpus – Characteristics and
Some Initial Findings, Swedish Language Technology Conference, (SLTC), 2009

• Skeppstedt, M., Kvist, M., Dalianis, H., Nilsson, G.H. Automatic recognition of disorders,
findings, pharmaceuticals and body structures from clinical text: An annotation and machine
learning study. Journal of Biomedical Informatics, 2014

• Iyad Batal, Dmitriy Fradkin, James Harrison, Fabian Moerchen, and Milos Hauskrecht. Mining
recent temporal patterns for event detection in multivariate time series data. In ACM SIGKDD,
2012

• Henriksson, A., Kvist, M., Hassel, M., Dalianis, H. Exploration of Adverse Drug Reactions in
Semantic Vector Space Models of Clinical Text. In Proc. of ICML Workshop on Machine
Learning for Clinical Data Analysis, 2012

• Karlsson, I., Zhao, J., Asker, L. & Boström, H. Predicting adverse drug events by analyzing electronic
patient records. Proc. of the 14th conference on Artificial Intelligence in Medicine (AIME),
Murcia, Spain, 2013

Panagiotis Papapetrou59



Bibliography

• Karlsson, I., and Zhao, J. Dimensionality reduction with random indexing: an application
on adverse drug events detection, Submitted to CBMS, 2014

• Zhao, J., Karlsson, I., Asker, L. & Boström, H. Applying methods for signal detection in
spontaneous reports to electronic patient records. KDD 2013 Workshop on Data Mining
for Health care (DMH), Chicago, USA, 2013

• Asker, L., Boström, H., Karlsson, I., Panagiotis, P., & Zhao, J. Mining candidates for
adverse drug interactions in electronic patient records, Submitted to PETRA, 2014

• Henriksson, A., Conway, M., Duneld, M., Chapman, W. Identifying Synonymy between
SNOMED Clinical Terms of Varying Length Using Distributional Analysis of Electronic
Health Records. In Proc. of Annual Symposium of the American Medical Informatics
Association (AMIA), 2013

• Tran T, Luo W, Phung D, Gupta S, Rana S, Kennedy RL, Larkins A, Venkatesh S, “A
framework for feature extraction from hospital medical data with applications in risk
prediction”, BMC Bioinformatics, 2014

Panagiotis Papapetrou60

http://www.ncbi.nlm.nih.gov/pubmed/?term=Larkins%20A%5bAuthor%5d&cauthor=true&cauthor_uid=25547173


Bibliography

• Klimov, D., Shknevsky, A. & Shahar, Y., Exploration of patterns predicting renal damage
in diabetes type II patients using a visual temporal analysis laboratory. Journal of the
American Medical Informatics Association, 22(2), pp.275-289, 2015

• Moskovitch, R. & Shahar, Y. Classification of multivariate time series via temporal
abstraction and time intervals mining. Knowledge and Information Systems, 45(1), pp.35-
74, 2015

• Moskovitch, R. & Shahar, Y., Classification-driven temporal discretization of multivariate
time series. Data Mining and Knowledge Discovery, 29(4), pp.871-913, 2015

• S. Wu, Y. Chen, Mining Non-ambiguous Temporal Patterns for Inter-val-Based Events,
IEEE Transactions on Knowledge and Data Engineering, 19 (6), 2007

• Sacchi, L. et al., Data mining with Temporal Abstractions: learning rules from time
series. Data Mining and Knowledge Discovery, 15(2), pp.217-247, 2007

• C. Yi-Cheng, J. Ji-Chiang, P. Wen-Chih, L. Suh-Yin, An Efficient Algorithm for Mining
Time Interval-based Patterns in Large Databases, CIKM, 2010

Panagiotis Papapetrou61



Extra slides
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Solution

Observe:
• If the prediction of the RF is -1, then

at least half of its trees predict -1

• If the prediction of a tree is -1, then
the example is passed through a
negative path, i.e., a path that predicts
the class to be -1

• Solution: revert these paths and
consequently the trees!

• Let x be a true-negative instance

• Goal: minimum number of feature tweaks

(changes) so that x becomes true-positive, x’

• Focus on the trees that predict -1

• For each tree: explore the positive paths,

i.e., those that predict +1

• Apply the transformations imposed by

the positive path

• Choose the transformation with the

minimum cost

Note: if a single transformation results in
changing another tree’s decision, then
ignore it!



Time series tweaking

What is the minimum number of changes

to apply to a time series T so that a given

opaque classifier changes its prediction?
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• Reversible tweaking: each subsequent transformation can

override a previous one

• Irreversible tweaking: each subsequent transformation cannot

override a previous one



Random Shapelet Forests
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0 10 20 30 40 50 60 70 80 90 100

best matching 
location

shapelet S

Time series T

* Figures taken from Eamonn Keogh



Time series tweaking: solution
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• Focus on the trees that predict -1

• For each tree, explore the positive paths, i.e., those that predict +1

• Try to force those trees to predict +1 by ”tweaking” shapelet features of T

• Increase distance:

o If Sj
k exists in T, that is

o and the current node condition demands otherwise

ü Increase the distance of all matching instances of Sj
k, so that they

all fall above the distance threshold θjk

Given a non-leaf node (Sj
k, θj

k)



Time series tweaking: solution
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• Decrease distance:

o If Sj
k does not exist in T, that is

o and the current node condition demands otherwise

ü Decrease the distance of the best matching instance of Sj
k, so that it

falls below the distance threshold θjk

Given a non-leaf node (Sj
k, θj

k)

• Focus on the trees that predict -1

• For each tree, explore the positive paths, i.e., those that predict +1

• Try to force those trees to predict +1 by ”tweaking” features of T



How to transform the time series?
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• Consider S as an m-dimensional point

• Define an m-sphere with S as its center

and radius θ

• The transformed time series counterpart

of  S is given by the following equation:

shapelet in 
condition

best matching
subsequence in T



Experimental setup

• UCR time series repository:

o all binary classification datasets (26 datasets)

• Competitor:

o 1-NN under the Euclidean distance
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Evaluation – metrics

Average cost of successful transformation, i.e., 

how costly is the transformation?

Compactness of transformation, i.e., 

how much of the time series is changed?



Evaluation – result

Reversible tweaking
results in the least 

costly transformations

Irreversible tweaking
results in the most 

compact transformations

The baseline is too naive


