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Abstract

Medical disorders and findings are examples of important information in health
record text. Through developing methods for automatically extracting these enti-
ties from the health record text, the possibility of making use of the information
by automatic computerised processes increases. That a disorder or finding is men-
tioned in the health record, however, does not necessarily imply that it has been
observed in the patient, because disorders that are ruled out and findings that are
not observed in the patient are also mentioned.

This licentiate thesis investigates the possibility of automatically extracting dis-
orders and findings from Swedish health record text and the possibility of auto-
matically determining whether these findings and disorders are negated or not.

A rule- and terminology-based system that uses several Swedish medical termi-
nologies, including SNOMED CT and ICD-10 for extracting disorders, findings
and body structures mentioned in Swedish clinical text was constructed and evalu-
ated. Moreover, an English rule-based system for negation detection, NegEx, was
adapted to Swedish and evaluated on clinical text written in Swedish.

The evaluation showed that disorders and findings were recognised with low
recall, whereas body structures were recognised with comparatively good results.
The negation detection system that was adapted to Swedish achieved the same
recall as the English system, but lower precision.

The evaluated systems are accurate enough to be useful in some applications,
but need to be further developed, especially when it comes to recognising disorders
and findings.
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Sammanfattning

Sjukdomar och andra kliniska fynd är exempel på viktig patientinformation som
till största delen dokumenteras i löpande text i patientjournaler. Genom att
utveckla metoder för att automatiskt identifiera kliniska fynd i den löpande tex-
ten ökar möjligheten att använda informationen i patientjournaler för automatisk
informationsutvinning. Att en sjukdom eller ett kliniskt fynd nämns i patient-
journaltexten innebär emellertid inte nödvändigtvis att patienten har denna sjuk-
dom eller uppvisar det nämnda symptomet. Detta eftersom det även dokumenteras
vilka sjukdomar som går att utesluta och vilka vanliga symptom som en patient inte
har. Därför behövs det även ett system som automatiskt kan avgöra vilka kliniska
fynd som är negerade.

Denna licentiatavhandling undersöker möjligheten att automatiskt extrahera de
sjukdomar och andra kliniska fynd som finns dokumenterade i svenska patient-
journaler samt möjligheten att automatiskt avgöra om dessa dokumenterade fynd
är negerade eller ej.

För att undersöka automatisk extraktion av kliniska fynd konstruerades ett regel-
och terminologibaserat system som extraherar kliniska fynd och kroppsdelar ur
patientjournaltext genom att matcha texten mot termerna i flera olika svenska
medicinska terminologier, bland annat Snomed CT och ICD-10. För att auto-
matiskt avgöra vad som är negerat och ej, anpassades ett engelskt regelbaserat
negationsdetektionssystem, NegEx, till svenska. Dessa två system utvärderades
sedan på manuellt annoterad svensk patientjournaltext.

Utvärderingen visade att täckningen var låg för extraktion av kliniska fynd,
medan kroppsdelar extraherades med relativt bra resultat, samt att det svenska
systemet för negationsdetektion uppnådde samma täckning som det engelska sys-
temet, medan precisionen var lägre.

Systemen är tillräckligt bra för att vara användbara för vissa applikationer, men
de behöver vidareutvecklas, särskilt vad gäller extraktion av kliniska fynd.
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Chapter 1

Introduction

When patients are under care, their medical status as well as their treatment is sys-
tematically documented in a health record. The information in the health record is
critical for health personnel involved in the immediate care of the patient, consti-
tuting the basis for treatment decisions, but it can also be used for medical research.
(Nilsson, 2007, pp. 11-12)

Health records have traditionally been kept on paper (Nilsson, 2007, p. 150). The
digitalisation of the health record, however, offers the possibility of providing the
health personnel with new kinds of tools that facilitate both documentation and
information retrieval of patient data. When documented information from a large
database of health records is aggregated, it is also possible to use it for creating
new medical knowledge. (Meystre et al., 2008)

Some information in health records is stored in a structured format, but much is
only available in free text format, i.e. unstructured text in which the information
is expressed in natural language. The unprocessed, free text cannot in most cases
be used in automatic computerised processes, but must first be transformed into a
more structured format. One possible approach to extracting relevant information
from this free text would be to let a group of people, preferably experts in medicine,
go through the free text manually and convert it into structured data. This is a
feasible approach for a small amount of data, but it becomes very expensive when
applied to large amounts of free text. Therefore, in order to make better use of this
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unstructured free text, automatic methods for extracting relevant information from
it are needed. (Friedman, 2005, p. 425)

One example of important information in the health record is documented ’clini-
cal findings’, which is defined by the International Health Terminology Standards
Development Organisation, IHTSDO (2008c) as observations made when exam-
ining a patient and assessments of the patient. Some of these clinical findings are
stored in a structured format, for example as diagnosis codes, but the structured
data does not cover the full medical status of the patient (Petersson et al., 2001).
Through developing methods for extracting these clinical findings from free text,
the possibility of making use of the information in the free text increases.

Clinical findings that are mentioned in health record text are not always mentioned
as something that the patient actually has, or might have. In many cases, these
clinical entities are mentioned in the health records as a disorder that the patient
does not have or a finding that is not observed in the patient. Therefore, there
is also a need to determine automatically which of the mentioned disorders and
findings that the patient actually suffers from and which of them that are mentioned
in a negated context. (Friedman, 2005, p. 426)

From the information extraction perspective, it could be said that the information
in the free text part of the health record is disordered and un-organised. To obtain
usable information, pieces of ordered data need to be extracted from the text. The
aim of this licentiate thesis is therefore to explore the possibilities of turning parts
of the unstructured data of the health record into structured information.

The aim is thus to turn disordered clinical text into more structured information,
to go from disorder to order.
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Background

The general research area and the definitions that are needed for formulating the
aims and research questions are described in this chapter.

2.1 Information extraction from clinical text

The research area for this thesis is the sub-domain of natural language processing
that is known as information extraction, more specifically information extraction
from clinical texts. Information extraction is the task of automatically extracting
specific, predefined types of information from unstructured data, such as free text.
It differs from the closely related field of information retrieval in that information
retrieval involves retrieving documents containing the required facts, whereas in-
formation extraction involves extracting the actual facts. Information extraction
is a sub-task of text mining, as the task of text mining also includes mining for
relations between the extracted facts. (Meystre et al., 2008)

Clinical text is the text in the health record that contains patient information in
free text-format. It can for instance describe the medical history of the patient,
procedures that have been carried out or results of examinations. One reason for
studying information extraction from clinical texts separate from information ex-
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traction in general is that the language in clinical texts is often very different from
most other types of texts, and can therefore be challenging for natural language
processing tools that have been developed for other kinds of texts. (Meystre et al.,
2008)

Clinical texts are, for instance, often less compliant with formal grammatical rules
than other types of texts. They also contain many non-standard and ambiguous
abbreviations and acronyms, and often many misspellings. (Meystre et al., 2008)

This informal language style means that there can be considerable variation in how
the same word is written, especially a word with a complex spelling. For instance,
about 60 different versions of the word ’Noradrenalin’ in Swedish clinical text
were found in a study comparing Finnish and Swedish health records. (Allvin et
al., 2011)

2.2 Disorder, finding, body structure and negation

The Systematized Nomenclature of Medicine – Clinical Terms (SNOMED CT1)
is a medical terminology. Each concept in this terminology is defined through
its name and through its semantic category, for instance the categories ’disorder’,
’procedure’, ’body structure’, ’finding’ and ’substance’. (International Health Ter-
minology Standards Development Organisation, IHTSDO, 2008a)

The focus of this thesis is entities belonging to the three semantic categories ’dis-
order’, ’finding’ and ’body structure’. The definitions used in this thesis are based
on the definitions given by International Health Terminology Standards Develop-
ment Organisation, IHTSDO (2008c) and therefore their exact definition is given
here. The term ’clinical finding’ is used in this thesis as a term that includes both
the concept ’disorder’ and the concept ’finding’.

Clinical findings may be simply defined as observations, judgments or
assessments about patients. The problem with the terms “finding”
and “observation” is that they seem to refer to the judgment of the
observer rather than to the actual state of the body. “Organism
state” has been suggested as a more neutral name, but it would

1SNOMED CT is further described in section 6.2.
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need to be delimited from a “course of disease.” Examples of clin-
ical findings include: difficulty swallowing, nose bleed, diabetes,
headache, and so forth. More precise and reproducible definitions
of clinical findings, and the precise boundaries between findings
and events, between findings and observables, between findings
and situations, and the distinction between “finding” and “disor-
der”, remain ongoing challenges at the margins. The distinction
between a disorder and an observation has proven to be difficult
to define in a reproducible manner across the tens of thousands
of concepts included under clinical findings. Nevertheless, there
are several reliable characteristics of each sub-category (disor-
ders and findings):

1.1) Disorders

1) Disorders necessarily are abnormal.

2) They have temporal persistence, with the (at least theoretical) pos-
sibility of their manifestations being treated, in remission, or qui-
escent even though the disorder itself still present.

3) They necessarily have an underlying pathological process.

1.2 Findings

1) Findings may be normal (but not necessarily); no disorders may.

2) Some findings may exist only at a single point in time (e.g. a serum
sodium level); no disorders may.

3) Findings cannot be temporally separate from the observing of them
(you can’t observe them and say they are absent, nor can you have
the finding present when it is not capable of being observed).

4) They cannot be defined in terms of an underlying pathological pro-
cess that is present even when the observation itself is not present.

Disorders may be present as a propensity for certain abnormal states
to occur, even when treatment mitigates or resolves those abnor-
mal states. In some cases the disease process is irrefutable, e.g.
meningococcal meningitis. In others an underlying disease pro-
cess is assumed based on the temporal and causal association of
the disorder and its manifestation, e.g. nystagmus disorder is dif-
ferent from the finding/observation of nystagmus, which can be a
normal physiological response to rotation of the head. If you spin
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around and around and then have nystagmus (the finding) you still
do not have nystagmus disorder. And someone can have a nystag-
mus disorder without currently manifesting nystagmus. Similarly,
deafness disorder is different from the symptom (observation) of
reduced hearing, which can be due to a number of temporary
causes such as excessive ear wax. (International Health Termi-
nology Standards Development Organisation, IHTSDO, 2008c)

The category ’body structure’ is defined as a physical anatomical entity (In-
ternational Health Terminology Standards Development Organisation, IHTSDO,
2008b).

Another important concept for this thesis is negation. A negated entity is defined
as an entity that is mentioned in the text, but that is negated, e.g. it is stated that a
patient does not suffer from a certain disorder. International Health Terminology
Standards Development Organisation, IHTSDO (2008a) defines negation through
the following examples:

The meaning of some concepts in SNOMED CT depends conceptually
on negation (e.g. ”absence of X”, ”lack of X”, ”unable to do X”
etc). (International Health Terminology Standards Development
Organisation, IHTSDO, 2008c)

Lists of negation cues are often used in the detection of negations, that is, lists
of expressions that are used for indicating negation in e.g. English or Swedish.
Examples of such negation cues are ’not’, ’rule out’ and ’lack of’. (Morante,
2010)
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Aim and motivation

The general aim of the thesis, as well as the specific aims for each study are de-
scribed in this chapter. The choice of aim is motivated by its relation to practical
applications.

3.1 Aim

The general, long-term goal for this licentiate thesis is to explore methods for
automatically extracting information from Swedish clinical text, thus for turning
unstructured data into structured information. More specifically, the aim of the
thesis is to automatically extract clinical findings that are mentioned in the health
record text as well as to determine whether these findings are negated or not. This
overall aim is divided into the following two sub-aims:

• Automatically extract mentioned disorders and findings from the unstruc-
tured text of electronic health records written in Swedish.

• Automatically determine whether extracted disorders and findings are
negated or not.

These two aims are in turn divided into the following four research questions:
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• Negation detection

– To what extent can cue expressions for negation and speculation be
automatically recognised? (Study I)

– How does an English system for negation detection that is adapted to
Swedish perform on Swedish clinical text? (Study II)

– How often are disorders and findings negated in Swedish clinical text?
(Study III)

• Extracting disorders and findings

– To what extent is it possible to automatically retrieve findings and dis-
orders mentioned in Swedish clinical text by employing rule-based
methods and existing Swedish terminologies? (Study IV)

3.2 Relevance and applications

There are many practical applications for recognising clinical findings in health
records, as well as for determining whether these clinical findings are negated or
not.

3.2.1 Clinical text mining

One application area of automatic extraction of findings and disorders is clinical
text mining, that is, discovering and extracting knowledge from the clinical text
(Meystre et al., 2008). Examples are syndromic surveillance (Chapman et al.,
2005) and automatic detection of adverse events (Melton and Hripcsak, 2005).

Another example of clinical text mining is automatic hypothesis generation, such
as comorbidity studies, that is, studies of co-occurrences of disorders. Such stud-
ies have been performed on structured data containing diagnosis codes, in which
co-occurrences of diagnoses have been studied (Tanushi et al., 2011)1. As some
of the patient information is only available in free text format, however, not all

1A visualisation of a constructed comorbidity network can be found at:
http://dsv.su.se/en/research/health/comorbidityview/demo/
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co-occurrences of disorders will be found through analysis of the structured data
alone. For instance, Roque et al. (2011) combined information in structured data
with information extracted from clinical text when performing comorbidity stud-
ies.

A named entity recognition system that recognises disorders would facilitate stud-
ies that include the unstructured part of the corpus. A system for extracting find-
ings as well as disorders would also make co-occurrence studies between disor-
ders and findings possible. Such a co-occurrence study is described by Cao et al.
(2005).

For the described examples of applications within clinical text mining, a nega-
tion detection system is necessary to classify which of the extracted disorders and
findings are referred to as clinical findings in the patient and which of them are
mentioned as negated clinical findings.

3.2.2 Extending and evaluating terminologies

Another application of named entity recognition of clinical entities is the use of
extracted entities for evaluating and expanding medical terminologies. There are
studies which evaluate the coverage of terminologies; for instance, through a man-
ual inspection of text in order to find out to what extent the clinical entities that are
found in the text are present in the terminology (Kokkinakis, 2011).

A named entity recognition system, when applied to a large corpus such as the
Stockholm EPR Corpus, could be used to produce a list of common clinical terms
that are not part of a certain terminology. Such a list could, in turn, be used as a
basis for expanding the terminology with new concepts or synonyms to existing
concepts.

3.2.3 Tools to use in daily patient care

The digitalisation of the health record offers an opportunity for new forms of pre-
sentation of the health record content. Examples of such new forms of presentation
are automatic summarisations of the health record content (Hallett et al., 2006;
Aramaki et al., 2009), automatically generated problem lists (Meystre and Haug,
2006) and visualisation of the data (Plaisant et al., 1998). In order to achieve this
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kind of structured presentation of the information in the free text, natural language
processing tools are needed (Kvist et al., 2011). An important component in such
systems for new forms of presentations is automatic extraction of disorders and
findings mentioned in the health record, as well as automatic detection of whether
the mentioned disorders and findings are negated.

Natural language processing tools can also facilitate the input of patient documen-
tation. A draft for a discharge summary, problem list or patient certificate can be
generated from the health record text, and this draft can be verified or modified
before it is added to the health record.

Another application supporting input into the health record is computer-assisted
coding and classification of a patient’s condition, such as computer-assisted diag-
nosis coding based on the content of the free text in the health record (Henriksson
and Hassel, 2011). Input to such a system could for instance include the disorders
and findings that occur in the free text, as well as whether these are negated or not.

3.3 Motivation for selection of entities

There are other entities that would also be useful to extract from clinical text, such
as procedures or occupations. This thesis, however, focuses on three categories;
’disorder’, ’finding’ and ’body structure’. ’Disorder’ and ’finding’ were chosen
as they are the most important entities for describing the medical status of the
patient, and ’body structure’ was chosen as entities of this category are sometimes
important for specifying the location of a disorder or finding.

Extraction of the three chosen entities is necessary for text-based comorbidity stud-
ies and syndromic surveillance. They are also among the most important in the
construction of tools for use in daily patient care.



Chapter 4

Brief overview of included
studies

A very brief overview of the included studies is given, focusing on how the studies
relate to each other. The methods and results of each study are described in more
detail in the following chapters.

4.1 Study I

”Creating and Evaluating a Consensus for Negated and Speculative Words in a
Swedish Clinical Corpus”

In this study, a consensus corpus was constructed from three annotations of the
same Swedish clinical text, carried out by three different annotators. The sen-
tences, or clauses, in the text had been annotated as either ’certain’ or ’uncertain’.
Cue expressions for negation, e.g. ’not’, as well as for speculation, e.g. ’likely’ or
’possibly’, had also been annotated.

The consensus was constructed by combining the three individual annotations. A
machine learning system was thereafter applied on the constructed consensus to
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detect uncertainty and cues for negation and speculation. The results for the auto-
matic detection of uncertainties and cue words for speculation were low, whereas
negation cues were detected with a high precision and recall. One reason for this
could be that the constructed consensus corpus only contained 13 unique ways
of expressing negation, whereas it contained over 400 different cue words for ex-
pressing speculation. Also, the percentage of expressions that occurred only once
in the corpus was higher for the speculation cues.

4.2 Study II

”Negation detection in Swedish clinical text: An adaption of NegEx to Swedish”

Rule-based negation detection methods for English clinical text build on the fact
that there is a limited number of negation cues in English that covers most of the
possible ways in which negation can be expressed. This also seems to be the case
for negations in Swedish clinical text, as for instance shown in Study I, in which
13 unique ways of expressing negation were found. Therefore, it is reasonable to
assume that the same methods that are used for rule-based negation detection in
English clinical text would achieve similar results when applied on Swedish text.

In Study II, a rule-based English system for negation detection, NegEx, was there-
fore adapted to Swedish by translating English negation cues.

The input to NegEx is a sentence of clinical text and a clinical finding contained in
this sentence, and for such a pair NegEx determines whether the finding is negated
or not. To construct a Swedish reference standard for evaluating the adapted
system, sentences containing clinical findings were automatically extracted from
health records using the textual descriptions in the medical classification system
ICD-101. The clinical findings in these sentences were manually categorised as ei-
ther negated or not negated, and the sentences were thereafter used as a reference
standard for evaluating the Swedish version of NegEx.

The system adapted to Swedish achieved somewhat lower results than the English
version, which could be explained by that two of the translated negation cues were

1See section 6.2.
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not suitable as negation cues in Swedish and probably also by that the fact that the
two systems were evaluated on different kinds of health record text.

4.3 Study III

”Retrieving disorders and findings: Results using SNOMED CT and NegEx
adapted for Swedish”

In this study, the NegEx system that was constructed in Study II was applied on a
larger Swedish clinical text set containing around 23 million tokens, in order find
out how frequently clinical findings are negated in health records. Instead of using
ICD-10, as in Study II, terms in the medical terminology SNOMED CT2 were
used to extract findings and disorders. These were extracted through exact string
matching to terms in SNOMED CT.

It was concluded that around 9% of the clinical findings were negated, thus sup-
porting the claim that applying negation detection in a system for extracting clini-
cal findings is important for achieving accurate results.

The method of extracting disorders and findings through exact match to
SNOMED CT terms was evaluated, and the evaluation showed that a small pro-
portion of the mentioned disorders and findings was recognised.

4.4 Study IV

”Rule-based Entity Recognition and Coverage of SNOMED CT in Swedish Clini-
cal Text”

As it was shown in Study III that exact string matching to SNOMED CT disorders
and findings resulted in only a small proportion of mentioned disorders and find-
ings being recognised, Study IV explored the possibilities of improving rule-based
methods for matching clinical text to terminologies.

2See section 6.2.
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A system that used different preprocessing methods for matching texts to
SNOMED CT, as well as to additional terminologies, was constructed for recog-
nising clinical entities of the categories ’disorder’, ’finding’ and ’body structure’.
For evaluation, clinical text was manually annotated for these three categories of
entities, and this annotated text was used as the reference standard for evaluating
the constructed system. The system was able to recognise body structures with
comparatively good results, whereas the results for recognising disorders and find-
ings remained relatively low, although they were improved by preprocessing or by
the inclusion of additional terminologies.



Chapter 5

Extended background

A system for natural language processing is a system that has the ability to auto-
matically process some form of human language (Jurafsky and Martin, 2008, p.
35). This background chapter describes general methods for constructing such
natural language processing systems as well as specific methods for constructing
named entity recognition systems and systems for negation detection.

5.1 Rule-based and machine-learning methods

Machine-learning is when a computer uses data, consisting of observed examples,
to automatically learn to perform a certain task. Examples of tasks could be speech
recognition, machine translation, or document classification. There are two main
types of machine-learning, supervised and unsupervised. When performing super-
vised learning, the training data that is provided to the machine-learning system
is labelled and when performing unsupervised learning, the system learns from
unlabeled examples. (Alpaydin, 2010, pp. 2–14)

An alternative to machine-learning is to use a rule-based method. In a rule-based
system, rules are manually constructed to perform the required task (Alpaydin,
2010, p. 1). An example from natural language processing could be regular ex-
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pressions that are manually constructed to match certain language features, such
as regular expressions to match negations (Chapman et al., 2001).

A reason why machine-learning methods sometimes are preferred over rule-based
methods is that there is not always an exact known method for how to perform a
certain task, and thereby it is impossible to use manually constructed rules. Other
reasons could be that a rule-based method would be too complex and thereby too
expensive in time to construct, or that it does not adapt well to changes in the data.
For instance, the content of spam e-mails might change over time and thereby it is
better to retrain a machine-learning system with new kinds of spam e-mails than
to construct a rule-based method for spam-filtering. (Alpaydin, 2010, p. 1)

On the other hand, machine-learning requires a large amount of training data that
the system can learn from (Alpaydin, 2010, p. 1). Such data can sometimes be
difficult or expensive to obtain, which makes rule-based methods preferable in
some cases.

Manual annotation of text is one example of how training data for supervised
machine-learning within natural language processing can be constructed. To anno-
tate a text is to manually mark or classify characteristics of the content or structure
of the text, for instance to label a token according to its part of speech or semantic
category (Ogren, 2006). A related task, which also sometimes is called manual
classification, is to manually classify an entire text or parts of the text, such as the
sentences, or as in the evaluation of NegEx (Chapman et al., 2001), to manually
classify if clinical findings are negated not.

Both for rule-based systems and for machine-learning systems, labelled data is
needed for evaluating the performance of the system. The set of data that is used
for evaluating the performance of a system or for comparing different systems is
called the reference standard. (Friedman and Hripcsak, 1998)

5.2 Named entity recognition of findings and disorders

Extracting occurrences of findings, disorders and other medical entities from free
text is a kind of named entity recognition (Meystre et al., 2008).
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The aim of named entity recognition is to automatically find entities in text that can
be referred to with a proper name, for instance a person name, a company name
or a location. Named entity recognition consists of two subtasks; first spans of
text that are part of a proper name are extracted and thereafter the extracted spans
of text are classified according to their type, e.g. company name, person name or
location. (Jurafsky and Martin, 2008, pp. 759–768)

Common methods for named entity recognition are to use gazetteers of for instance
people or organisation names, or to use machine-learning methods as well as to use
a combination (Mikheev et al., 1999).

The concept ’named entity recognition’ has later been extended to also include
recognising entities that are not proper names, but that are important in a certain
context (Jurafsky and Martin, 2008, pp. 759–768). Identifying medical entities
is an example of such an extension of the concept of named entity recognition
(Meystre et al., 2008).

5.2.1 Rule-based methods for exact mapping to a terminology

Most studies of extraction of entities from clinical text have been performed with
the purpose of mapping content of the text to concepts in a terminology. In these
studies, the entities are thus extracted from free text through comparing the content
of the text to terms in different terminologies, such as SNOMED CT1. The output
of the described methods is then a match to a specific ID in the used terminology.
The following are examples of such indexing systems for English clinical text.

The system MetaMap discovers Unified Medical Language System (UMLS) con-
cepts in biomedical and clinical text through matching phrases to terms in the
UMLS metathesaurus. The text is first parsed with a shallow parser in order to fil-
ter out noun phrases, and thereafter other inflections and spelling variants of these
noun phrases are generated. Synonyms are also searched for in a synonym lexicon
and abbreviations are expanded through an abbreviation lexicon, before all ver-
sions of the extracted noun phrases are searched for in the UMLS metathesaurus.
(Aronson, 2001)

1For SNOMED CT, see section 6.2
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IndexFinder is another system, for which the aim was to construct a very fast sys-
tem for mapping to UMLS. Here, no parsing is performed to find noun phrases, and
instead all possible permutations of short text chunks are matched to the UMLS
concepts. This is combined with a user defined filter, that is, if the user for instance
is only interested in diseases, only UMLS concepts with the category disease will
be used for the match. (Zou et al., 2003)

Other studies have investigated the possibility of improving precision of a mapping
to terminologies through automatically restricting the used terminology to combi-
nations of subsets of UMLS. A study on radiology reports showed for instance that
the optimal combination of UMLS subsets varied between different sections of the
report. The SAPHIRE indexing engine was used for the matching. (Huang et al.,
2003)

In studies described by Long (2005) and by Patrick et al. (2007) clinical text is
matched to terms in SNOMED CT and different techniques for capturing abbrevi-
ations, misspellings, other inflections and other word orders are used.

In the system MedLEE, which originally was constructed for mapping text to
UMLS terms, negation has been included in the natural language processing sys-
tem. This system was adapted to not only match clinical text to codes in UMLS,
but to also extract modifiers to recognised findings, for instance modifiers that
contain information of negation and temporality. (Friedman et al., 2004)

5.2.2 Rule-based methods for recognising clinical entities

Named entity recognition aims at solving an easier problem than mapping text
to an exact concept in a terminology. The aim of named entity recognition is to
extract certain types of entities, such as disorders or findings, not to map to an
exact concept in a terminology.

Rule-based named entity approaches are similar to the above described methods
for matching against a terminology. One rule-based approach for recognising dis-
orders by matching to SNOMED CT has been evaluated by Savova et al. (2010)
on a corpus annotated for disorders (Ogren et al., 2008). Their approach, which
relied on techniques including spelling correction and generation of word permuta-
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tions (Kipper-Schuler et al., 2008), resulted in an F-score2 of 0.72 for exact match
(Savova et al., 2010).

There is a rule-based study for named entity recognition in Swedish clinical text
that is based on extracting entities by matching the text to terms in the MeSH3 ter-
minology (Kokkinakis and Thurin, 2007). This Swedish named entity recognition
system achieved a precision of 0.98 and a recall of 0.87 for recognition of diseases
in discharge summaries.

5.2.3 Machine-learning methods for recognising clinical entities

A machine-learning technique that is often used for named entity recognition is
conditional random fields. Conditional random fields is a machine-learning tech-
nique that is used for many tasks that require labelling of sequential data, which is
the case for many tasks within natural language processing (Sutton and McCallum,
2010). There are a number of available implementations of conditional random
fields, for instance CRF++ (Kudo, 2012) and Stanford Named Entity Recognizer
(Stanford CRF NER) (Stanford, 2012).

When using a machine-learning system it must be decided what features in the
data that the system is going to use for making predictions. Regardless of what
machine-learning algorithm is used for named entity recognition, common fea-
tures to use are the word for which the semantic class is going to be predicted, its
neighboring words, prefixes and suffixes of the word, or if the word is present in
word lists, such as a gazetteer of cities. (Jurafsky and Martin, 2008, pp. 759–768)

There are studies in which machine-learning methods for named entity recognition
in clinical text have been explored. In a study by Wang (2009), clinical text from an
intensive care unit was annotated for ten different kinds of SNOMED CT semantic
categories, including the categories ’body part’, ’finding’ and ’qualifier’. The an-
notated corpus was used to train CRF++ to automatically recognise the semantic
types. The performance of the CRF++ system was compared to a rule-based lex-
ical look-up system, and the two systems achieved average F-scores of 0.81 and
0.64, respectively.

2For F-score, see section 6.3.1.
3For MeSH, see section 6.2.
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The same categories were used in a study by Wang and Patrick (2009). In this
study, the entities were instead recognised using a majority voting among a con-
ditional random fields system and two other kinds of machine-learning systems.
The combination of the systems had a precision of 0.84 and recall of 0.82 for
the category ’finding’ and a precision of 0.76 and recall of 0.66 for the category
’body part’. This was better than the baseline, consisting only of a CRF++ sys-
tem, which had a precision and recall of 0.80 for ’finding’, while ’body part’ was
recognised with a precision of 0.75 and a recall of 0.60. Examples of features that
were used are the current word, the preceding and following words and part-of-
speech information. Whether or not a word matched a SNOMED CT term and
which SNOMED CT semantic category this term belonged to were also used as
features. A list of abbreviations and acronyms was also used for the SNOMED CT
matching.

A conditional random fields system for named entity recognition of medical prob-
lems, tests and treatments was also explored by Jiang et al. (2011). Their machine-
learning system used the output from other natural language processing systems,
including MedLee and KnowledgeMap, as one of the features. Further on, the
machine-learning system was supplemented with rule-based post-processing and
with a combination of different classifiers that were trained using different fea-
tures. This hybrid system resulted in an F-score of 0.84 for recognising medical
entities.

5.3 Methods for negation detection

Some of the above mentioned systems for extracting findings and disorders per-
form additional classifications of the extracted entities. As stated above, the system
by Friedman et al. (2004) includes negation and temporality modifiers and the pre-
viously mentioned study by Jiang et al. (2011) includes assertion classification of
the recognised entities.

There are also many studies that focus solely on negation detection. Both rule-
based and machine-learning methods have been explored for negation detection in
clinical text.
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5.3.1 Rule-based methods

Rule-based methods for negation detection in clinical texts build on lists of cue
words for negation, that is words that indicate that there is a negation in the text.
Examples of such cue words are ’not’, ’without’ and ’no evidence of’.

The widely used NegEx algorithm employes three different lists of cue phrases
for negation, and in the first version of NegEx, a medical problem is classified as
negated if it is in close proximity to a negation cue. (Chapman et al., 2001)

Subsequent rule-based negation detection systems have focused on improving the
method for determining the scope of the negation trigger. The next version of
NegEx used a list of conjunctions to limit the scope of what medical problems a
negation cue negates. A similar approach has been employed in another negation
detection system, in which a list of words are limiting the extension of the negation
cues. (Elkin et al., 2005)

Another example of a rule-based negation detection approach, is a manual con-
struction of a grammar for possible ways of expressing negations, in which nega-
tion cue is one type of phrase constituent (Huang and Lowe, 2007). The program
NegFinder also uses structural rules for finding negated concepts. It uses a parser
designed for parsing programming languages and manually constructed rules that
use negation cues, negation terminators (mostly prepositions and conjunctions) as
well as sentence terminators and words matching a medical terminology. (Mutalik
et al., 2001)

5.3.2 Machine-learning methods

Machine-learning methods have also been applied for negation detection. A
machine-learning based extension of NegEx has been constructed, following the
observation that the negation cue ’not’ had a lower precision than the other nega-
tion cues in the NegEx system. This extension was built on the two machine-
learning algorithms naive bayes classifier and decision trees, and the classification
was solely focused on determining in which cases the cue ’not’ indicated a nega-
tion. (Goldin and Chapman, 2003)

Decision trees have also been employed in another approach to automatically de-
tect negations. In this approach, patterns for how negations are expressed were
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automatically derived from clinical text that was annotated for different diagnoses
as well as for the affirmed or negated polarity of these diagnoses. The patterns con-
sisted of automatically extracted negation cues and the number of allowed words
between these cues and the diagnosis, as well as patterns for when a diagnosis
occurred in a positive context. These patterns were then used as features for three
different decision trees that were used in a cascade. In the first tree, only patterns
where the cue was very close to the diagnosis were used, in the second tree only
patterns where a diagnosis was negated were used and in the third tree also positive
patterns were used. (Rokach et al., 2008)

Of the here described systems for negation detection, only one of them attempts to
detect negation in general, as opposed to detecting whether instances of a specific
semantic class, such as diagnoses, are negated. This system was trained on the
BioScope Corpus, which contains annotations for negation and speculation cues
as well as the scope of these cues. The system detects negations in two steps, first
the negation cues are detected using one machine-learning algorithm that classifies
each token as a negation cue or not. Thereafter, the scope of the cues are learnt
through another machine-learning approach, in which the results of three differ-
ent machine-learning algorithms are combined into classifying whether a token is
within the scope of the negation cue or not. (Morante and Daelemans, 2009)

5.3.3 Other modifiers than negations

Apart from negation, there are other reasons why a medical problem that is men-
tioned in a health record is not always experienced by the patient. It could be the
case that a disorder is expressed as an uncertainty rather than as a negation, for
instance that it is possible that a patient experiences a certain medical problem.
Other reasons could be that it is a relative who suffers from the mentioned medical
problem or that the medical problem was experienced in the past.

To cover some of these cases, NegEx has been extended through another rule-
based system called Context, which apart from detecting negations also detects
historical and hypothetical clinical conditions, as well as whether a condition is
experienced by someone other than the patient. (Chapman et al., 2007)

Work has been conducted on detection of clinical findings that are expressed as un-
certainties, and there are also studies on clinical text written in Swedish. Velupil-
lai (2011) has used CRF++ to automatically classify clinical findings in Swedish
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health record text into six different factuality levels; ’certainly positive’, ’probably
positive’, ’possibly positive’, ’possibly negative’, ’probably negative’ and ’cer-
tainly negative’. The performance of the system was evaluated both for each one
of these six certainty levels and for these six levels merged into four. For de-
tecting the merged class ’probably and possibly negative’ the precision was 0.58
and the recall was 0.55. For detecting the findings belonging to the class ’cer-
tainly negative’, the precision was 0.79 and the recall was 0.60. An analysis of
the annotated data showed that some clinical findings often were negated, whereas
others were rarely negated. For instance, 93% of mentioned instances of ’atrial
fibrillation’ were certainly positive as were 89% of mentioned instances of ’hyper-
tension’, whereas ’ischemia’ was assigned probably negative in 28% of the cases
and certainly negative in 58% of the cases.
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Chapter 6

Materials and general methods

This chapter describes materials, in form of terminologies and corpora, that were
used for the four studies. It also describes the evaluation methods that were em-
ployed for the studies as well as existing natural language processing tools that
were used.

The chapter ends with a table showing an overview of which methods and materi-
als that were used in which studies.

6.1 Corpora

An overview of used and created corpora is given in Table 6.1, rows 3 and 4.

6.1.1 Stockholm EPR Corpus

In all experiments different extracts from the Stockholm Electronic Patient Record
Corpus (Stockholm EPR Corpus) were used. Some of these extracts were also
annotated or classified as part of the experiment.
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Stockholm EPR Corpus is a large corpus of patient records that has been made
available for research for the research group ’Health Care Analytics and Model-
ing’ at Stockholm University. The corpus contains health records from more than
600,000 patients patients from over 900 different health units in the Stockholm
area. The records were written in the years 2006, 2007 and the first half of 2008.
(Dalianis et al., 2009)

The health records consist of both structured data, for instance the age and gender
of the patient, and of unstructured data in form of free text (Dalianis et al., 2009).
The structured data also includes ICD-10 codes1, which classify the diagnoses
and symptoms of a patient. The free text could be described as semi-structured,
since the information is structured under fixed headings, such as ’assessment’ or
’current status’.

In Study III, a large subset consisting of 23,171,559 tokens was extracted from the
Stockholm EPR Corpus in order to generate statistics of negated clinical findings.
The subset was obtained by randomly extracting 500,000 fields with a headline
ending with the word ’assessment’.

From the Stockholm EPR Corpus, several smaller subsets have been extracted for
the purpose of creating annotated corpora. The following two previously created
subsets of the Stockholm EPR Corpus were used in the studies:

Stockholm EPR Uncertainty Corpus consists of sentences that were randomly
extracted from assessment entries in the Stockholm EPR Corpus. The entire
corpus, consisting of 6,740 sentences, was annotated by three annotators,
none of them with a medical background. Each sentence was judged as
’certain’, ’uncertain’, and in a few cases as ’undefined’. A sentence could
also be divided into clauses if, for instance, the main clause was certain
and a subordinate clause was uncertain. In addition to this, cue words for
’speculation’ and for ’negation’ were annotated. (Dalianis and Velupillai,
2010)

Stockholm EPR Diagnosis Symptom Corpus is annotated for terms belonging
to any of the three semantic classes ’diagnosis’, ’symptom’, and ’diagnosis

1See section 6.2.
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and symptom’2. The corpus consists of 23,100 tokens of text randomly
extracted from assessment3 fields from an emergency ward.

The following three corpora were created in the studies carried out for this licenti-
ate thesis:

Stockholm EPR Uncertainty Corpus Consensus is a not a new corpus, but a
compilation of the three individual annotations that were performed for the
Stockholm EPR Uncertainty Corpus.

Stockholm EPR Negated Findings Corpus consists of 900 sentences extracted
from the annotated sentences in Stockholm EPR Uncertainty Corpus as well
as from surrounding sentences. The extracted sentences all contained a clin-
ical finding that matched a textual description in the medical classification
system ICD-104. The extracted sentences were divided into two groups,
sentences containing negation cues and sentences that did not contain nega-
tion cues. The clinical findings in each one of the sentences were thereafter
manually classified into negated, not negated or uncertain. Each sentence
with a negation cue was manually classified by two persons, one of them
a senior physician. A subset of the sentences without negation cues were
also manually classified by two persons, and the remaining sentences were
classified by one person.

Stockholm EPR Clinical Entity Corpus, version 1 is a corpus annotated for
findings, disorders, body structures and pharmaceutical drugs by a senior
physician. The texts are randomly extracted from assessment5 fields from
an emergency ward.

6.1.2 BioScope Corpus

One corpus that is not part of the Stockholm EPR Corpus was used for this licenti-
ate thesis, the BioScope Corpus. The BioScope Corpus contains clinical radiology

2The annotations were performed by two senior physicians for collecting a list of clinical entities
for a study of factuality levels of diagnoses (Velupillai et al., 2011).

3Bedömning in Swedish.
4See section 6.2
5Bedömning in Swedish.
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reports and other English biomedical texts. The corpus was annotated by two stu-
dents and their work was led by a chief annotator, who resolved the annotation
cases in which the two students did not agree. The clinical text was annotated
for negation and speculation cues as well as the scope of the cues. (Vincze et al.,
2008)

6.2 Terminologies

An overview of used terminologies is given in Table 6.1, row 5.

The following terminologies were used:

SNOMED CT stands for Systematized Nomenclature of Medicine – Clinical
Terms and is a terminology of clinical terms. It was compiled through merg-
ing an English medical terminology constructed by the College of American
Pathologists and another English terminology constructed by the National
Health Service of United Kingdom (Stearns et al., 2001). The purpose of
SNOMED is to provide a standardised terminology for clinical informa-
tion (International Health Terminology Standards Development Organisa-
tion, IHTSDO, 2008a).

In March 2011, a translation of SNOMED CT into Swedish was released by
the Swedish National Board of Health and Welfare (Socialstyrelsen). This
translation contains around 280,000 clinical terms and, unlike the English
version, does not yet contain any synonyms (Socialstyrelsen, 2011).

The basic building blocks of SNOMED CT are the concepts. A concept
in SNOMED CT is the abstract idea that refers to a single meaning in
the real word. The concepts are organized into hierarchies, in which the
’SNOMED CT Concept’ is the root concept, and this root concept has 19
child concepts, called ’top-level hierarchies’. Each concept is defined by a
unique numeric identifier (ConceptID), which is the same regardless of what
language is used. The same concept can have many synonyms, it can thus
map to several terms. Each concept also has a preferred term as well as
a fully specified name, which includes a semantic tag that indicates which
semantic category the word belongs to, for instance ’disorder’, ’finding’,



Materials and general methods 29

’body structure’ or ’qualifier’. (International Health Terminology Standards
Development Organisation, IHTSDO, 2008a)

ICD-10 codes are used to classify the diagnoses and symptoms of a patient. ICD
stands for ’International Classification of Diseases’ and is an international
standard diagnostic classification for general epidemiological and clinical
use (WHO, 2012). The classification is managed by WHO and the most re-
cent version, version 10, was endorsed by WHO in 1990. There is a Swedish
translation of ICD-10, named ICD-10-SE (Socialstyrelsen, 2012).

MeSH is a controlled vocabulary which was created for the purpose of indexing
medical literature. There is a Swedish version of MeSH that has been trans-
lated from English by Karolinska Institutet University Library. (Karolinska
Institutet, 2012)

Wikipedia: Projekt medicin is a Wikipedia list of names of diseases in Swedish
(Wikipedia, 2012).

Abbreviations and acronyms extracted from a book named ’Medicinska förko-
rtningar och akronymer’, which lists Swedish medical abbreviations and
acronyms (Cederblom, 2005).

6.3 Employed methods for evaluation

Normally, when running a system that automatically labels or classifies data, not
everything will be correctly labelled or classified. Therefore, in order to evaluate
the system, the output of the system is compared to the content of a reference
standard, which for instance could consist of data that has been manually labelled
or classified by experts. (Friedman and Hripcsak, 1998)

Methods and measures that are used for comparing the performance of a system
to a reference standard are described below, and an overview of methods and mea-
sures used in this licentiate thesis is given in Table 6.1, row 6.
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6.3.1 Measuring the performance of a system

The most common measures in e.g. information retrieval are precision and recall.
(Alpaydin, 2010, pp. 489–493)

Recall is also sometimes called sensitivity (Alpaydin, 2010, pp. 489–493), for
instance when used for diagnostic tests in medicine (Campbell et al., 2007, p. 50).

Precision and recall are defined as follows (Alpaydin, 2010, pp. 489–493):

Precision =
t p

t p+ f p

Recall =
t p

t p+ f n

t p = true positives, the number of classification instances for which the predicted
class matches the actual class.

f p = false positives, the number of classification instances for which the classifier
incorrectly predicts the class.

tn = true negatives, the number classification instances for which the classifier
correctly does not predict the class.

f n = false negatives, the number of classification instances for which the classifier
fails to predict the actual class.

Precision for named entity recognition is thus the proportion of the total number
of labelled chunks that are correctly labelled, whereas recall is the proportion of
chunks actually present in the reference standard that are correctly identified by
the system. (Jurafsky and Martin, 2008, p. 489)

Specificity is a measure that is rarely used within natural language processing.
Specificity measures how well a system detects negatives occurring in the refer-
ence standard (Alpaydin, 2010, p. 493).

This measure is calculated as (Campbell et al., 2007, p. 50):

Specificity =
tn

tn+ f p
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Another infrequently used measure within natural language processing is the neg-
ative predictive value. It is, as sensitivity and specificity, for instance used for
diagnostic tests in medicine. For diagnostic testing, it is defined as the proportion
of patients with negative tests who are correctly diagnosed. (Altman and Bland,
1994)

Expressed in terms of true negatives and false negatives, it is calculated as:

Negative predictive value =
tn

tn+ f n

A very common measure, on the other hand, is F-score or F-measure, which is a
combination of precision and recall. This is defined as follows when precision and
recall are given equal weight (Jurafsky and Martin, 2008, p. 489):

F = 2 · precision · recall
precision+ recall

6.3.2 Computing confidence interval for a measured value

One criterion for a reliable evaluation of a natural language processing system is
to include confidence intervals for all measures (Friedman and Hripcsak, 1998).
That is, the fact that a system tested on a certain test data shows a particular value
for precision or for recall does not mean that it would show the same values when
presented with another set of data, not even if the data is drawn from the same
population. Therefore, a confidence interval for each estimated value has to be
computed, that is an estimation of in what range it is likely that the true values lie
(Blom, 1989, p. 222).

If the result of a random trial either can take the value ’success’ or the value ’fail-
ure’ and nothing else, and p is the probability for ’success’, then if n independent
executions of the trial are performed, the random variable for the total number of
successes is binomially distributed, written as Bin(n, p). (Newbold et al., 2003, p.
147)

The distribution of true positives given the number of returned objects M(=
t p + f p) is binomial with parameters n = M and p = precision. Likewise, the
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distribution of true positives given the number of relevant objects N(= t p+ f n) is
binomial with parameters n = N and p = recall. (Goutte and Gaussier, 2005)

Precision and recall are thus binomial proportions, which means that statistical
methods for binomial proportions can be applied for estimating confidence inter-
val, as well as for significance testing, which will be discussed in the next section.
A binomial distribution can be approximated with the normal distribution if the
number of observed instances are large enough, which can be justified through the
central limit theorem (Andersson, 1968, chapter 2.7).

To compute a confidence interval for binomial proportions, the easiest method is
to approximate the binomial distribution with the normal distribution (Campbell et
al., 2007, p. 92).

The formula for the confidence interval for the proportions is then:

p̂± z1−α/2

√
p̂(1− p̂)

n

• The variable p̂ is the estimated proportion, for instance the precision or the
recall.

• The variabel n is the total number of instances that were used in the test, for
instance the total number of relevant entities in a text or the total number of
extracted entities.

• The constant z1−α/2 depends on how small or large confidence interval that
is desired. A common size for the confidence interval is a 95% confidence
interval, and in that case the constant z1−α/2 is 1.96. (Campbell et al., 2007,
pp. 91–92, 94–96)

As a rule of thumb, both p̂ ∗ n and (1− p̂) ∗ n should be larger than 10 in order
to approximate the binomial distribution with the normal distribution (Andersson,
1968, chapter 2.7).

6.3.3 Comparing the performance of different systems

If two different systems are compared and one of them shows a higher recall and
a higher precision for a certain set of test data, that does not automatically imply
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that this system will perform better on all kinds of data. In order to find out if it
is likely that one of the systems actually performs better than the other when run
on a certain population, significance testing between the results of the two systems
has to be performed.

If the binomial proportions can be approximated with the normal distribution, there
are two possible significance tests. Either a Z-test or a χ2-test can be performed
(Campbell et al., 2007, pp. 126, 132–136). A significance test results in a p-value
that indicates the strength of evidence, and a p-value less than 0.01 indicates strong
evidence of a difference between the two systems (Campbell et al., 2007, p. 107).

6.3.4 Evaluating annotation

Annotation is often a complex task, and in order to measure reliability of the la-
belled data, several annotators normally annotate the same text. Thereafter, the
agreement between the different annotators, the inter-annotator agreement, is mea-
sured. (Artstein and Poesio, 2008)

There are several methods for measuring inter-annotator agreement. One com-
monly used measure that takes the probability of random agreement into account
is the Cohen’s kappa coefficient. (Artstein and Poesio, 2008)

6.3.5 Validating and testing a machine learning system

In order to optimise a machine learning system, for instance with respect to pa-
rameter values and used features, a validation data set is needed. The validation
data set must be a data set that is separate from the test data, since in order to give
a final estimation of the performance of a system, it must be tested on a data set
that has not been seen by the system during training and validation. (Alpaydin,
2010, p. 477)

A common method for performing validation is to use K-fold cross-validation.
When performing K-fold cross-validation, the entire data set, except the test data
that is left for the final test, is divided randomly into K equally large parts. There-
after, K pairs of training and validation data are created. In each pair, one of the K
parts is used as validation data and the other K-1 parts are used as training data. K
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is typically set to 10 or 30, and the method is then called ten-fold cross-validation
or thirty-fold cross-validation. (Alpaydin, 2010, p. 487)

6.4 Used natural language processing tools

An overview of used natural language processing tools is given in Table 6.1, row 2.

The following natural language processing tools were used:

Stanford Named Entity Recognizer (Stanford CRF NER) is an implementation
of the machine learning algorithm conditional random fields. The imple-
mentation also includes automatic feature extractors that are optimised for
named entity recognition in English and German. (Stanford, 2012)

NegEx is a negation detection system constructed for English clinical text. Given
a sentence, and a clinical finding that is mentioned in this sentence, as input,
NegEx determines if that finding is negated or not. The NegEx algorithm
employes three different lists of cue phrases for negation; cue phrases pre-
ceding the clinical finding e.g. ’no evidence of’, cue phrases following it
e.g. ’unlikely’ and pseudo-negation phrases, that is phrases that could be
mistaken for negation cues even though they are not, e.g. ’not only’. The
algorithm classifies the mentioned finding to be negated if it is in the range
of one to six words from a post- or pre-negation trigger. (Chapman et al.,
2001)

When evaluated on sentences containing negation cues, NegEx achieved a
precision of 0.845 and a recall of 0.82, and for sentences without negation
cues, the system achieved a negative predictive value of 0.97. Of the cor-
rectly classified negations, 82% were triggered by three cues for negation;
’no’, ’without’ and ’no evidence of’. (Chapman et al., 2001)

Granska Tagger is a part-of-speech tagger for Swedish that is built on Hidden
Markov Models (Carlberger and Kann, 1999). Apart from performing part-
of-speech tagging, it can also lemmatise the tagged words (KTH, 2012a).
Lemmatisation is to transform different inflections of a word into the same
base form, its lemma form (Jurafsky and Martin, 2008, p. 645).
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Granska Inflector is a word inflector for Swedish that generates inflections for
Swedish words (KTH, 2012b).

Compound Splitter is a tool for automatic compound splitting of Swedish words
(Sjöbergh and Kann, 2004).

Knowtator is a text annotation tool that is a plug-in to the program Protégé
(Ogren, 2006).
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6.5 Overview of employed materials and methods

Study I Study II Study III Study IV
Overall
method

- Machine
learning

- Rule-based - Rule-based - Rule-based

NLP
tools

- Stanford
CRF NER

- NegEx
- Inflector

- NegEx - Knowtator
- Granska
- Compound
splitter

Used
corpora

- Stockholm EPR
Uncertainty
Corpus
- BioScope

- Stockholm EPR
Uncertainty
Corpus

- Stockholm EPR
Corpus
(subset)

Created
corpora

- Stockholm EPR
Uncertainty
Corpus
Consensus

- Stockholm EPR
Negated
Findings
Corpus

- Stockholm
EPR
Clinical Entity
Corpus

Used
termi-
nologies

- ICD-10
- MeSH

- SNOMED CT - SNOMED CT
- MeSH
- ICD-10
- Wikipedia:
Projekt medicin
- Abbrv. & acron.

Evalua-
tion
mea-
sures
and
methods

- Precision/Recall
- F-score
- Ten-fold
cross-validation

- Precision/Recall
- Specificity
- Negative
predictive value
- Confidence
interval
- χ2-test
- Cohen’s kappa

- Precision/Recall
- Confidence
interval

- Precision/Recall
- F-score
- Confidence
interval

Table 6.1: Used methods, NLP (natural language processing)
tools, corpora, terminologies and evaluation measures.
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Specific methods

This chapter includes a description of the detailed methods that were used for each
one of the four studies.

7.1 Experiment structure

Each study follows the structure of the experimental Cranfield evaluation paradigm
(Voorhees, 2002) that has been dominant since the 60s for information retrieval. A
similar approach is used in information extraction and natural language processing.
A system performing an natural language processing task is constructed and the
performance of this system is evaluated, normally based on comparing the system
to a manually created reference standard (Friedman and Hripcsak, 1998).

The method for each of the studies thus consists of two parts, the first one is the
innovative part, in which something new is created, and the second one is the
evaluation part, in which standard quantitative methods for comparing the output
of the constructed system to the reference standard are applied.

An exception to this is Study III, in which nothing new is created, but instead
a system constructed in a previous study is used to investigate the language in
clinical text.
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7.2 Study I

The study ”Creating and Evaluating a Consensus for Negated and Speculative
Words in a Swedish Clinical Corpus” investigated to what extent cue expressions
for negation and speculation in clinical text can be automatically recognised.

7.2.1 Corpus construction and training of a machine learning model

A consensus corpus was created from three individual annotations that had previ-
ously been carried out for constructing the Stockholm EPR Uncertainty Corpus. A
few basic rules for combining the three annotations were devised, mostly based on
a majority vote among the three annotators. These rules were thereafter automat-
ically executed to create the consensus corpus, the Stockholm EPR Uncertainty
Corpus Consensus.

Thereafter, the constructed corpus was used by a machine learning system to learn
to automatically detect cues for negation and speculation as well as to detect ex-
pressions of uncertainty in the text. The used machine learning system was Stan-
ford CRF NER. As a comparison, and to verify the suitability of the chosen ma-
chine learning method, Stanford CRF NER was used for learning to automatically
detect negation and speculation cues, as well as their scope, in the annotated Bio-
Scope Corpus.

7.2.2 Evaluation method

The consensus was investigated through exploring differences between the consen-
sus and the individual annotations. The constructed Stockholm EPR Uncertainty
Corpus Consensus was thereafter used as a reference standard for evaluating the
performance of the constructed model for named entity recognition of cues and
expressions of uncertainty. The training and testing was carried out using ten-fold
cross validation. The same evaluation method was used for evaluating the model
created for recognising cues and scope in the BioScope Corpus.
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7.3 Study II

In the study ”Negation detection in Swedish clinical text: An adaption of NegEx to
Swedish”, an adaption of an English system for negation detection was evaluated
on Swedish clinical text

7.3.1 System adaption method

In this study, the negation detection system NegEx, which has been developed for
English, was adapted to Swedish. Since NegEx has shown relatively good results,
even though it uses a very straightforward method based on three lists of different
negation cues, it was decided to be a good starting point for negation detection in
Swedish.

Swedish negation cues were obtained through a translation of English negation
cues, through the use of Google translate and a dictionary, and different inflections
for the translations were also generated using the Granska inflector. A total of 148
cue expression from NegEx version 2 (NegEx, 2009) were translated. To make the
system more comparable to the evaluated English version, only the 42 translated
cue expressions that were most frequently occurring in a subset of Stockholm EPR
Corpus were used for the evaluation.1

It was hypothesised that an adaption of NegEx to Swedish would show the same
results as for English, since English and Swedish are grammatically close and
since negation seems to be expressed also in Swedish clincial text through a limited
number of cue phrases.

7.3.2 Evaluation method

The evaluation was performed with Stockholm EPR Negated Findings Corpus as
the reference standard. This corpus was obtained by a manual classification of 900
sentences. These sentences were extracted by searching for mentions of the textual
descriptions of ICD-10 codes in the Stockholm EPR Uncertainty Corpus.

1The used negation cues can be found at http://people.dsv.su.se/~mariask/resources.html
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The significance of the difference between the precision of the Swedish and the
English version was measured using the χ2-test.

7.4 Study III

In the study, ”Retrieving disorders and findings: Results using SNOMED CT and
NegEx adapted for Swedish”, the Swedish adaption of NegEx was used for esti-
mating how often disorders and findings are negated in Swedish clinical text.

7.4.1 Experimental set-up

In this study, the NegEx system constructed in Study II was applied on a larger
subset of the Stockholm EPR Corpus in order to explore the prevalence of negated
findings and disorders in the corpus. This larger subset contained a total of
23,171,559 tokens and was obtained by randomly extracting 500,000 fields from
the Stockholm EPR Corpus that had a headline ending with the word ’assessment’.

The explored entities were retrieved by an exact string matching to terms in
SNOMED CT that fulfilled the following two criteria:

• The term must have one of the semantic categories ’disorder’ or ’finding’.

• If the term is a ’finding’, it must not be a common Swedish word. (A com-
mon Swedish word was defined as a word that occurred more than five times
in the Swedish PAROLE corpus, which is a non-medical corpus.) The rea-
son for removing common Swedish words was that when including them,
SNOMED CT terms for findings often matched words in the text that were
not clinical findings, e.g. ’walk’2, which resulted in a low precision.

The Swedish version of NegEx was thereafter executed on sentences containing
an identified disorder or finding.

2Translated as ’går’ in Swedish, which is common in many set expressions.
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7.4.2 Precision and recall of the method

The precision and recall of the method of retrieving clinical entities through exact
string matching was evaluated against the Stockholm EPR Diagnosis Symptom
Corpus. This corpus contained notes from one emergency care unit and consisted
of 23,100 tokens. A reference standard for the evaluation was constructed through
grouping all three annotation classes in this corpus into one class, the class ’clinical
entity’. The exact match against SNOMED CT was thereafter evaluated against
this reference standard.

7.5 Study IV

In the study ”Rule-based Entity Recognition and Coverage of SNOMED CT in
Swedish Clinical Text”, a rule- and terminology-based system for automatically
recognising clinical entities was evaluated against a manually annotated reference
standard.

7.5.1 System construction method

A rule- and lexicon-based named entity recognition system for detecting entities
of the semantic types disorders, findings and body structures was constructed. The
definitions of these entities all corresponded to the SNOMED CT definitions of
these three semantic categories.3 The system is based on string matching to terms
in terminologies and was constructed to be customisable, in the sense that differ-
ent terminologies as well as priority rules between matched terms can be added.
The system also makes it possible to choose between four different pre-processing
techniques; lemmatisation, a generation of all possible permutations of the tokens
in a sentence, a match to terminology terms with a Levenshtein distance4 of one
from the original word and finally compound splitting.

The system uses Granska for tokenization as well as for lemmatisation, and the
Swedish compound splitter is used for compound splitting. The terminologies that
were evaluated were subsets of SNOMED CT, ICD-10 and MeSH as well as lists

3See section 2.2.
4A measure for distance between strings (Jurafsky and Martin, 2008, p. 697).
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derived from Wikipedia and a book on medical abbreviations. The used subsets of
the terminolgies all belonged to one of the semantic categories disorder, finding,
body structure, qualifier or person.

7.5.2 Evaluation method

For the evaluation, a subset of the Stockholm EPR Clinical Entity Corpus, ver-
sion 1 was used as the reference standard. The corpus consists of clinical notes
from a Swedish emergency unit and was manually annotated for the entities ’dis-
order’, ’finding’ and ’body structure’ by a senior physician using the annotation
tool Knowtator. The used subset, which consisted of about a third of the annotated
data, contained 26,011 tokens and a total of 2,342 annotations for the three types
of entities.

Different settings in terms of used terminologies and pre-processing methods were
used for the evaluation.

The precision, recall and F-score for the constructed system were calculated for
each setting, and an evaluation was also carried out on the annotated instances that
the system failed to recognise, especially with respect to the number of tokens and
occurrences of abbreviations in these instances.

7.6 Choice of system construction method

For English, NegEx has shown relatively good results compared to more complex
systems. As Swedish and English are grammatically close and as Study I showed
that negation is expressed in Swedish clinical text, as in English, with a limited
set of negation cues, it was hypothesised that similar results would be achieved for
Swedish as for English. Therefore, considering the low complexity of the NegEx
system, combined with its relatively good results, it was considered as the best
method for constructing a negation detection system for Swedish.

For named entity recognition of clinical entities on the other hand, English studies
have shown that machine-learning systems perform much better than rule-based
systems (Wang, 2009). As a consequence, it could be claimed that a machine-
learning system would be a more appropriate choice for a Swedish named entity
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recognition system for clinical findings. All described English machine-learning
systems for recognising clinical findings, however, use a rule- and terminology-
based system for feature extraction. These studies therefore indicate that a rule-
and terminology-based system is necessary in order to achieve good results for a
machine-learning system.

7.7 Other possible evaluation methods

Friedman and Hripcsak (1998) claim that since natural language processing sys-
tems within the clinical domain have a more specific application than general
natural language processing systems, they could be evaluated in a more realis-
tic setting. Evaluation studies within the clinical domain could thus be performed
through implementing a specific clinical application and evaluating it in a realistic
clinical setting, instead of performing evaluations through a comparison to a refer-
ence standard. Thereby, the effectiveness of the system for this specific application
would be more accurately evaluated.

The field of natural language processing on clinical text written in Swedish is,
however, new in comparison to natural language processing on English clinical
text. Therefore, it is not yet evaluated how well standard natural language process-
ing techniques perform on Swedish clinical text. Before it has been established
that existing tools have an acceptable performance, or before these tools have been
developed, it is a more important contribution to construct or evaluate appropriate
tools for Swedish than to evaluate a specific application.

To carry out evaluation through an implementation of applications for natural lan-
guage processing tools in the clinical domain is more appropriate when the re-
search field for Swedish clinical text is more established. Such an approach would
influence the entire research paradigm. Instead of carrying out experimental re-
search, in which different experimental approaches are evaluated against a refer-
ence standard, the research would be more focused on constructing an artefact that
solves a specific practical problem within a clinical setting or within medical re-
search. With this focus, it would be suitable to position the research within the
design science paradigm, since the core of design science is to create artefacts
with the purpose of finding a solution to a real world problem and to evaluate this
artefact (Peffers et al., 2008).
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7.8 Ethics

The data that is contained in health records is often very sensitive, which makes
it extremely important that the content is read by as few as possible and that the
identity of patients is not unnecessarily revealed to researchers. Therefore, the
health record data in Stockholm EPR Corpus has been provided for research in a
format in which structured data that can identify patients, such as patient names
and social security numbers, has been removed.

When extracting data for annotation, small extracts from health records from many
patients have been randomly chosen as opposed to using the entire health record
of only one patient, thereby reducing the risk of involuntarily identifying patients
from context.

The studies described in this licentiate were conducted after approval from the Re-
gional Ethical Review Board in Stockholm, permission number 2009/1742-31/5.
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Results and conclusions

A summary of the results and conclusions from each of the four studies is given in
this chapter.

8.1 Study I

In the study ”Creating and Evaluating a Consensus for Negated and Speculative
Words in a Swedish Clinical Corpus” a consensus was created between three in-
dividual annotations for negation and speculation cues as well as for uncertain
or certain sentences or clauses. Moreover, it was investigated to what extent un-
certainty and cue expressions for negation and speculation can be automatically
recognised with a machine learning system.

When constructing the Stockholm EPR Uncertainty Corpus Consensus through
combining the three different annotations for negation and uncertainty in Stock-
holm EPR Uncertainty Corpus, it was found that 92% of the sentences in the cor-
pus had been identically annotated by at least two of the annotators. For these
sentences, a consensus was created through a majority vote and for the remaining
8%, other rules for creating a consensus were applied. Table 8.1 shows statistics of
the difference between the individual annotations and the constructed consensus.
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Type of annotated class Mean for individual annotations Consensus
Cues for negation 853 910
Cues for uncertainty 1,174 1,077
Uncertain expression 697 582
Certain expression 4,787 4,938
Undefined expression 257 146

Table 8.1: Comparison of the number of occurrences of each an-
notation class between the mean of the number of occurrences in
the three individual annotations in Stockholm EPR Uncertainty
Corpus and the number of occurrences in Stockholm EPR Un-
certainty Corpus Consensus. The figures for the individual anno-
tations are the mean of the three annotators, normalised on the
number of sentences in the consensus.

A comparison between cue expressions for speculation and negation, both for the
Swedish Stockholm EPR Uncertainty Corpus Consensus and for the English Bio-
Scope Corpus was carried out and is shown in Table 8.2. Stockholm EPR Uncer-
tainty Corpus Consensus contained only 13 different unique ways of expressing
negation, whereas it contained over 400 different cue expressions for uncertainty.
Also, the percentage of expressions that occurred only once among the annotated
instances were larger among the speculation cues, with 38% among negation cues
and 72% among the speculation cues. The number of unique cue words for nega-
tion in the BioScope Corpus was close to the number of unique negation cues in
Stockholm EPR Uncertainty Corpus Consensus, but for speculation cues Stock-
holm EPR Uncertainty Corpus Consensus contained many more unique cues than
the BioScope Corpus. Moreover, in the BioScope Corpus, only 24% of the specu-
lation cues were cues that only occurred once.

The ability of the machine learning system Stanford CRF NER to automatically
recognise the annotated entities in Stockholm EPR Uncertainty Corpus Consensus
was compared to its ability to recognise annotations in the BioScope Corpus. The
results show a much higher F-score for recognition of uncertainty cues in the Bio-
Scope Corpus than in Stockholm EPR Uncertainty Corpus Consensus (Table 8.3).
The difference in the distribution of uncertainty cues could be one explanation for
this difference. Also for recognition of negation cues, the results were better for
the BioScope Corpus.
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Type of word Consensus (sv) BioScope (en)
Unique words (Types)
annotated as ’negation cues’ 13 19
’Negation cues’ that
occurred only once 5 10
Unique words (Types)
annotated as ’Speculation cues’ 408 79
’Speculation cues’ that
occurred only once 294 19

Table 8.2: Number of unique words both in the Swedish Stock-
holm EPR Uncertainty Corpus Consensus and in the English Bio-
Scope Corpus that were annotated as ’negation cues’ and as ’spec-
ulation cues’, and how many of these that occurred only once.

The Stanford CRF NER was also applied on the annotations on sentence and clause
level, which categorise an entire sentence or clause as uncertain or certain (and in
a few cases as undefined). Of the 5,641 sentences in Stockholm EPR Uncertainty
Corpus Consensus, 147 were split up into clauses, and for the rest, the entire sen-
tence was categorised as belonging to one of the three classes. The results for
detecting sentences categorised as uncertain were similar to the results for detect-
ing cues for uncertainty, with an F-score of 0.424.

Class Neg-Spec Consensus (sv) Individual (sv) BioScope (en)
F-score negation cues 0.897 0.838 0.971
F-score uncertainty cues 0.464 0.455 0.908

Table 8.3: The results for ’negation’ and ’uncertainty’ when exe-
cuting Stanford CRF NER using ten-fold cross validation. ’Indi-
vidual’ stands for the average of the three individual annotations.

The main conclusion was that it proved to be difficult to detect cue words for uncer-
tainties in the Swedish text by the applied automatic methods, whereas the system
achieved good results for English cue words for uncertainty. For negation cues, on
the other hand, the automatic systems achieved high results, perhaps because of
the limited amount of unique negation cues.
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The annotations for uncertainty had been performed to target expressions of un-
certainty in general. For future work, it was therefore suggested to focus the anno-
tation of uncertainty on a specific type of concept that is to be extracted, in order
to improve both the inter-annotator agreement and the possibility of automatically
learning to detect the concept of uncertainty through natural language processing
methods.

8.2 Study II

In the study ”Negation detection in Swedish clinical text: An adaption of NegEx to
Swedish”, an adaption of an English system for negation detection was evaluated
on Swedish clinical text

As a reference standard for evaluating the adapted system, the Stockholm EPR
Negated Findings Corpus was constructed. A total of 900 sentences, divided
into sentences with negation cues (group 1.) and sentences without negation cues
(group 2.), were manually categorised and used as evaluation data. All sentences
in group 1. and 95 of the sentences in group 2. were manually categorised by
two annotators, one of them a physician. The clinical findings were categorised
into ’negated’, ’not negated’ or ’uncertain’, and the two categories ’uncertain’ and
’not negated’ were combined into one category for the evaluation, the category
’affirmed’. The proportion of sentences with negated clinical findings and the pro-
portion of sentences with affirmed clinical findings is shown in Table 8.4.

Negated Affirmed Total
Group 1: Sentences with negation cues 269 289 558
Group 2: Sentences without negation cues 12 330 342

Table 8.4: Number of sentences manually classified as ’negated’
and ’affirmed (uncertain and not negated)’.

In group 1., the inter-annotator agreement was 87.4% and for the 95 sentences
that were categorised by two annotators in group 2., there was an inter-annotator
agreement of 100%. Cohen’s Kappa for group 1., with respect to the two cate-
gories ’negated’ and ’not negated’ was 0.745. For the evaluation of the adaption
of NegEx, the categorisations made by a physician were used for the reference
standard.
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Sentences with negation cues English Swedish (95% CI)
Recall 0.824 0.819 (0.773 - 0.864)
Specificity 0.825 0.747 (0.696 - 0.797)
Precision 0.845 0.752 (0.702 - 0.801)
Negative predictive value 0.802 0.814 (0.767 - 0.861)

Sentences without negation cues English Swedish (95% CI)
Negative predictive value 0.970 0.965 (0.945 - 0.986)

Table 8.5: Results for the Swedish adaption of NegEx. Figures
for English from Chapman et al. (2001).

The Swedish adaption of NegEx showed a precision of 0.752 and a recall of 0.819,
for sentences containing a negation cue and a negative predictive value of 0.965
for sentences not containing a negation cue. The results are compared to the corre-
sponding English results in Table 8.5. The lower precision for the Swedish adap-
tion can partly be attributed to that two of the translated negation cues, ’icke’ and
’utan’ were not entirely suitable as negation cues for Swedish. When removing
the cue ’icke’ and including rules for disambiguating the cue ’utan’, the precision
was increased to 0.779. The precision was, however, still lower for the Swedish
version, which might be attributed to different types of clinical texts in the English
and Swedish studies. The English version was evaluated on discharge summaries,
which often are written in a more formal language than the assessment fields that
were used for the Swedish evaluation.

The frequency and precision for negation cues was calculated and is shown in
Table 8.6. The completeness of the used negation cues was investigated through
a comparison with manually annotated negation cues in Stockholm EPR Uncer-
tainty Corpus and through a manual search for additional negation cues in group
2. in the evaluation data. Three infrequent negation cues were found that were not
among the translated cues, and among the 42 most common translated negation
cues there were two negation cues that had not been annotated in the Stockholm
EPR Uncertainty Corpus.

It could thus be concluded that the recall for the Swedish adaption was similar
to the original NegEx system for English, whereas the precision was lower for
the Swedish system than for the English. However, since many negated findings
were identified through a limited set of cue expressions, it was concluded that the
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Phrase Number of occurrences Precision
förnekar (denies) 3 100,0%
aldrig (never) 3 100,0%
avsaknad av (absence of) 2 100,0%
inga tecken (no signs of) 25 96,0%
ingen (no, common gender) 84 90,5%
inga (no, plural) 48 87,5%
inget (no, neuter gender) 6 83,3%
inte har (not have) 6 66,7%
utan tecken (without signs of) 3 66,7%
utan (without) 20 65,0%
inte (not) 45 57,8%
ej (not) 31 54,8%
inte visar (does not show) 6 50,0%
har inte (have not) 4 50,0%
icke (non-, not) 7 0,0%

Table 8.6: All negation cues that occur more than once, their
precision and the number of times they occur in the evaluation
data.

same general approach with cue expressions is possible to use for Swedish clinical
text, but that it needs to be further tailored to Swedish. It was also concluded
that the method of translating English negation cues and using the most frequently
occurring cues was sufficient for covering common negation cues, but that there
were a few unusual Swedish negation cues that were not included in the list.

8.3 Study III

In the study, ”Retrieving disorders and findings: Results using SNOMED CT and
NegEx adapted for Swedish”, the Swedish adaption of NegEx was used for esti-
mating how often disorders and findings are negated in Swedish clinical text.

In order to study the frequency of negated disorders and findings, a randomly ex-
tracted subset of the Stockholm EPR Corpus was used. Disorders were extracted
through an exact string matching to SNOMED CT terms belonging to the semantic
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Affirmed # occurrences Negated # occurrences
hypertension 7,508 disease 1,227
disease 5,886 ischemia 575
asthma 5,401 asthma 501
atrial fibrillation 5,205 allergic state 453
heart failure 4,274 hearing loss 432
pneumonia 3,457 foreign body 409
otitis 3,447 wound 390
wound 2,859 pulmonary embolism 383
anemia 2,797 angina 358
renal failure 2,733 heart failure 355
All retrieved: 207,717 20,814

Table 8.7: The most common affirmed and negated disorders in
the SNOMED CT list of disorders. Affirmed in this case is ’Not
negated’. The columns ’# occurrences’ give the number of af-
firmed or negated occurrences. The English translations of the
used Swedish SNOMED CT terms are given here, their Swedish
translations can be found in Table 8.8.

category disorder, whereas findings were extracted through an exact string match-
ing to a list of SNOMED CT findings, from which common non-clinical words
and expressions were removed.

The Swedish adaption of NegEx was thereafter applied on the extracted disorders
and findings. The results showed that the proportion of negated disorders was 9.1%
(± 0.1% , 95% CI) and the proportion of negated findings was 9.3% (± 0.2%, 95%
CI).

The most common affirmed, i.e. not negated, disorders as well as the most com-
mon negated disorders are shown in Table 8.7. The most common affirmed and
negated findings are shown in Table 8.9. For the disorders and findings listed in
Table 8.7 and Table 8.9, proportion of negated occurrences is shown in Tables 8.8
and 8.10.

It can be observed that some of the findings and disorders show a much higher pro-
portion of negated occurrences than the general proportion of negated findings and
disorders, for instance ’ischemia’, which is negated in 44% of the cases. There are
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Disorder (in Swedish) % negated
ischemia (ischemi) 44
foreign body (främmande kropp) 43
allergy (allergi) 28
pulmonary embolism (lungemboli) 18
disease (sjukdom) 17
hearing loss (hörselnedsättning) 16
angina (angina) 12
wound (sår) 12
otitis (otit) 9
anemia (anemi) 8
asthma (astma) 8
heart failure (hjärtsvikt) 8
pneumonia (pneumoni) 7
atrial fibrillation (förmaksflimmer) 3
hypertension (hypertoni) 3
renal failure (njursvikt) 3

Table 8.8: The proportion of negated occurrences for the disor-
ders in Table 8.7.

also findings and disorders that are more seldom negated than average, for instance
’atrial fibrillation’ and ’hypertension’. This information of frequency of negation
could for instance be used as one parameter in a negation detection system.

The evaluation of the method of extracting findings and disorders through exact
string matching against SNOMED CT disorders and findings showed that the
method had a precision of 0.80. A manual review of the false positives showed
that most of them could be classified as a clinical finding or modifier to a clinical
finding. The recall, on the other hand, when using modified SNOMED CT lists,
was only 0.13 for extracting the clinical entities and 0.23 when using the complete
lists of SNOMED CT disorders and findings.

The main conclusion of the study was that around 9% of the disorders and find-
ings are negated in the Stockholm EPR Corpus and that methods for properly
handling negations in information extraction applications therefore are important.
Some expressions for disorders and findings were more often negated than aver-
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Affirmed # occurrences Negated # occurrences
sinus rhythm 2,269 chest pain 454
chest pain 1,896 bruit 227
abdominal pain 1,750 recall arranged 221
tinnitus 1,562 edema 215
next appointment 1,270 hematuria syndrome 213
dyspnea 1,239 proteinuria 190
reflux 1,226 dyspnea 160
bruit 1,204 reflux 155
hematuria syndrome 1,131 follow-up arranged 149
edema 1,013 abdominal pain 134
All retrieved: 60,571 6,180

Table 8.9: The most common findings in the modified SNOMED
CT list of findings in which common non-clinical terms are ex-
cluded. Affirmed in this case is ’Not negated’. The columns ’#
occurrences’ give the number of affirmed or negated occurrences.
The English translations of the used Swedish SNOMED CT terms
are given here, their Swedish translations can be found in Table
8.10

age, whereas some were more seldom negated. From the evaluation of the method,
it could be concluded that an extraction of disorders and findings by an exact string
matching to SNOMED CT results in a low recall.
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Finding (in Swedish) % negated
recall arranged (återbesök planerat) 79
follow-up arranged (uppföljning planerad) 76
chest pain (bröstsmärta) 19
edema (ödem) 18
bruit (blåsljud) 16
hematuria syndrome (hematuri) 16
proteinuria (proteinuri) 16
dyspnea (dyspné) 11
reflux (reflux) 11
abdominal pain (buksmärta) 7
tinnitus (tinnitus) 5
next appointment (nästa besök) 2
sinus rhythm (sinusrytm) 1

Table 8.10: The proportion of negated occurrences for findings in
Table 8.9.

8.4 Study IV

In the study ”Rule-based Entity Recognition and Coverage of SNOMED CT in
Swedish Clinical Text”, a rule- and terminology-based system for automatically
recognising clinical entities was evaluated against a manually annotated reference
standard.

For evaluating the rule- and terminology-based system constructed for performing
named entity recognition of disorders, findings and body structures, eleven differ-
ent settings for the system were tested. These eleven different settings were:

1: Base A base-line only performing exact string matching to SNOMED CT.

2: Lemm The clinical text was lemmatised.

3: Stop The SNOMED CT terms for body structure were stop word filtered.

4: Qual SNOMED CT terms signifying qualifiers and person were used to de-
crease the number of matches for findings and body structures.
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5: Leve Text chunks with a Levenshtein distance of one from the original text
chunk were also matched to the SNOMED CT terms.

6: Perm Permutations of tokens in the clinical text were also matched to
SNOMED CT terms.

7: Comp A compound splitter was used to also match parts of words in the text
to the terminology.

8: ICD10 The describing text of a subset of ICD-10 was used as an additional
terminology.

9: MeSH A subset of the MeSH terms was added as an additional terminology.

10: Wiki A Wikipedia list of diseases was added.

11: Abbr Finally, a list of medical abbreviations was also added as a terminology.

The results for the 11 experiments are presented in one table for each semantic
category, Tables 8.11, 8.12 and 8.13

Nr. Precision (95% CI) Recall (95% CI) F-Score
1: Base 0.78 (± 0.04) 0.38 (± 0.03) 0.51
2: Lemm 0.78 (± 0.04) 0.39 (± 0.03) 0.52
3: Stop 0.78 (± 0.04) 0.39 (± 0.03) 0.52
4: Qual 0.78 (± 0.04) 0.39 (± 0.03) 0.52
5: Leve 0.77 (± 0.04) 0.41 (± 0.04) 0.54
6: Perm 0.78 (± 0.04) 0.39 (± 0.03) 0.52
7: Comp 0.74 (± 0.04) 0.41 (± 0.03) 0.52
8: ICD10 0.79 (± 0.04) 0.41 (± 0.04) 0.54
9: MeSH 0.73 (± 0.04) 0.46 (± 0.04) 0.56
10: Wiki 0.74 (± 0.04) 0.49 (± 0.04) 0.59
11: Abbr 0.75 (± 0.04) 0.55 (± 0.04) 0.63

Table 8.11: Results for the semantic category disorder. Prepro-
cessing had little or no effect, but the inclusion of additional ter-
minologies (8:ICD10 – 11:Abbr) improved recall.
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Nr. Precision (95% CI) Recall (95% CI) F-Score
1: Base 0.51 (± 0.04) 0.23 (± 0.02) 0.31
2: Lemm 0.52 (± 0.04) 0.29 (± 0.02) 0.37
3: Stop 0.53 (± 0.04) 0.29 (± 0.02) 0.37
4: Qual 0.57 (± 0.04) 0.30 (± 0.02) 0.39
5: Leve 0.57 (± 0.04) 0.30 (± 0.02) 0.39
6: Perm 0.57 (± 0.04) 0.30 (± 0.02) 0.39
7: Comp 0.55 (± 0.03) 0.33 (± 0.03) 0.41
8: ICD10 0.57 (± 0.04) 0.30 (± 0.02) 0.39
9: MeSH 0.57 (± 0.04) 0.30 (± 0.02) 0.39
10: Wiki 0.57 (± 0.04) 0.30 (± 0.02) 0.39
11: Abbr 0.57 (± 0.04) 0.30 (± 0.02) 0.39

Table 8.12: Results for the semantic category finding. Lemmati-
sation (2:Lemm) and compound splitting (3:Comp) improved re-
call, whereas an inclusion of a match to SNOMED CT terms for
qualifiers and persons (4:Qual) slightly improved precision.

Nr. Precision (95% CI) Recall (95% CI) F-Score
1: Base 0.11 (± 0.14) 0.01 (± 0.01) 0.01
2: Lemm 0.09 (± 0.12) 0.01 (± 0.01) 0.01
3: Stop 0.41 (± 0.04) 0.79 (± 0.05) 0.54
4: Qual 0.73 (± 0.05) 0.77 (± 0.05) 0.75
5: Leve 0.72 (± 0.05) 0.78 (± 0.05) 0.75
6: Perm 0.73 (± 0.05) 0.77 (± 0.05) 0.75
7: Comp 0.6 (± 0.05) 0.78 (± 0.05) 0.68
9: MeSH 0.74 (± 0.05) 0.80 (± 0.05) 0.76
11: Abbr 0.74 (± 0.05) 0.80 (± 0.05) 0.77

Table 8.13: Results for the semantic category body struc-
ture. Stop word filtering (3:Stop) improved recall considerably,
whereas a match to SNOMED CT terms for qualifiers and per-
sons (4:Qual) improved precision. The best F-score was obtained
for ’11:Abbr’.

For disorder, preprocessing had no or little effect, but the inclusion of additional
terminologies improved recall. That the inclusion of additional terminologies in-
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creased recall, shows that there are terms for disorders in Swedish clinical text that
are present in other terminologies, but that are not included in SNOMED CT.

For clinical findings, lemmatisation and compound splitting improved recall,
whereas an inclusion of a match to SNOMED CT terms for qualifiers and persons
slightly improved precision. Stop word filtering improved recall considerably for
the recognition of body structures and a match to SNOMED CT terms for quali-
fiers and persons further improved precision.

The average number of tokens that were annotated for expressions of clinical enti-
ties varied between different semantic categories. Body structures were almost ex-
clusively annotated as one-token expressions, whereas disorders sometimes were
two-token expressions and findings sometimes even longer, as shown in Figures
8.1 and 8.2. No entities containing more than two tokens were recognised by the
constructed system. It was also shown that the proportion of entities containing
abbreviations were higher among false negatives than for correctly recognised en-
tities.

From the study, it could be concluded that preprocessing, together with the in-
clusion of additional terminologies, resulted in improved results compared to the
baseline. The best average results were achieved when all terminologies were used
together. The entity body structure, which was most affected by preprocessing,
was then recognised with a precision of 0.74 and a recall of 0.80. Lower results, a
precision of 0.75 and a recall of 0.55, were achieved for recognition of disorders,
and even lower results were achieved for finding, a precision of 0.57 and a recall
of 0.30. Low recall for disorders and findings shows both that additional methods
are needed for entity recognition and that there are many expressions in clinical
text that are not included in SNOMED CT.
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Figure 8.1: Distribution of the number of tokens for annotated
disorders, divided into true positives and false negatives (for
’4:Qual’). No disorders longer than two tokens were recognised
by the constructed rule-based system. The bars show the number
of annotated entities and the light grey part of the bars shows the
number of entities that were recognised by the system.
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Figure 8.2: Distribution of the number of tokens for annotated
findings, divided into true positives and false negatives (for
’4:Qual’). No findings longer than two tokens were recognised
by the constructed rule-based system. The bars show the number
of annotated entities and the light grey part of the bars shows the
number of entities that were recognised by the system.
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Chapter 9

Discussion

In this licentiate thesis, rule- and terminology-based methods for retrieving disor-
ders, findings and body structures in Swedish clinical text have been explored, as
well as rule-based methods for negation detection. A comparison of the results to
previous studies is carried out in this chapter, and it is also discussed to what ex-
tent constructed systems can be used in suggested applications. The chapter also
includes future directions, main contributions and general conclusions.

9.1 Comparison with other studies

There are other studies of named entity recognition of clinical entities and of nega-
tion detection, as described in the background, some of which it is possible to
compare with the present study.

9.1.1 Named entity recognition of clinical entities

The best results from the present study were obtained for recognition of the entity
’body structure’ which received a maximum F-score of 0.77. The entity ’disorder’
showed the second best results, with an F-score of 0.63, and the lowest results were
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obtained for recognition of entities of the category ’finding’, with a maximum F-
score of 0.41. The best average F-score, 0.60, was obtained for the last experiment,
in which all terminologies and some of the preprocessing techniques were used.

There are two comparable studies of rule-based named entity recognition of clin-
ical entities in English text, a study by Savova et al. (2010) and a study by Wang
(2009). Savova et al. (2010) achieved an F-score of 0.72 for rule-based named
entity recognition of ’disorder’ in English clinical text, a somewhat better result
than those presented here. For the baseline rule- and terminology-based named
entity recognition, constructed by Wang (2009), only the average results of several
entities are presented, and they show an average F-score of 0.64, slightly higher
than the average results obtained here. The average results obtained by Wang
(2009) are, however, not entirely comparable, as a wider range of entities were
studied than the three entities ’disorder’, ’finding’ and ’body structure’. For two
studies of machine learning-based systems for recognising clinical entities in the
same data, performed by Wang (2009) and by Wang and Patrick (2009), the re-
sults are presented separately for each of the ten entity categories. The category
’body structure’ had a maximum F-score of 0.71 and the category ’clinical find-
ing’, which corresponds to both ’disorder’ and ’finding’ in the present study, had
a maximum F-score of 0.83. The rule-based system constructed here was thus
more successful in recognising entities of the category ’body structure’, whereas
the machine-learning system achieved much better results for ’clinical findings’.
One reason for the difference for ’body structure’ might be that the study by Wang
and Patrick (2009) allowed nested annotations and that ’body structure’ therefore
sometimes appeared inside a nested entity of another category, making it more
difficult to recognise.

A study of a rule- and terminology-based system based on MeSH for recognising
diseases in Swedish clinical text is the most comparable study (Kokkinakis and
Thurin, 2007). This system achieved an F-score of 0.92 for recognising diseases
in Swedish discharge summaries, thus a much better result than those presented
here. One reason for the large difference could be that more formal language is
used in discharge summaries than in the type of clinical text used in the present
study.
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9.1.2 Negation detection

The Swedish version of NegEx showed a precision of 0.75 and a recall of 0.82
for sentences containing a negation cue and a negative predictive value of 0.97
for sentences without negation cues as shown in Table 8.5. The English NegEx
had similar results for recall and for negative predictive value, whereas the English
NegEx obtained a higher precision, a value of 0.845. The lower precision for the
Swedish version can partly be explained by the fact that not all of the translated
negation cues were suitable as negation cues for Swedish. When one of these cues
was removed and disambiguation rules were added for the other, the precision in-
creased to 0.78. That the precision was still lower for the Swedish version might,
like the differences in the results for named entity recognition obtained by Kokki-
nakis and Thurin (2007), be attributed to the fact that the English version was
evaluated on discharge summaries whereas the Swedish version was evaluated on
assessment fields.

The machine-learning-based study of factuality levels in Swedish clinical text con-
ducted by Velupillai (2011) was, however, carried out with clinical text from as-
sessment fields as the reference standard. The factuality level ’certainly negative’
of that study is very close to the definition of negated findings that was used for
evaluating the Swedish NegEx. The Swedish adaption of NegEx was, like the orig-
inal English system, evaluated by dividing the reference standard into two groups
of sentences, sentences with negation cues and sentences without. The precision
for the group containing sentences with negation cues in the NegEx study can still
be compared, however, with the precision obtained in the study by Velupillai, as
neither true positives nor false positives can be included in the group without nega-
tion cues. The precision is slightly higher for the system constructed by Velupillai,
a precision of 0.79 for certainly negative compared with 0.75 for the Swedish
NegEx.

For a recall, on the other hand, the results of the two studies cannot be compared,
as the number of false negatives in a random sample is unknown for the Swedish
NegEx. Such a comparison would be made possible by running NegEx on the
reference standard that was used for evaluating the machine-learning system con-
structed by Velupillai.
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9.2 Mapping the results to suggested applications

Three different application areas of the systems constructed for this licentiate the-
sis were suggested in the introduction; clinical text mining, extending and evalu-
ating medical terminologies, and tools for health personnel to use in daily patient
care. The implications of the results for these three application areas are discussed
in the following paragraphs.

9.2.1 Clinical text mining

For some types of text mining, e.g. some types of automatic generation of hy-
potheses for clinical research, the constructed systems could probably be used.
Low recall of the named entity recognition system and low precision of the nega-
tion detection system result in fewer extracted clinical entities, and in turn means
that fewer potential hypotheses are generated. A named entity recognition system
with low precision and a negation detection system with low recall, on the other
hand, result in the generation of incorrect hypotheses. Also a system that does not
generate all possible hypotheses and that occasionally generates false hypotheses
can be useful, especially when applied to the large amount of clinical text that is
contained in the Stockholm EPR Corpus it is likely for instance that limitations in
the negation detection system only have small effects on the general performance.

Study III, in which the NegEx system that was constructed in Study II, was applied
to a large subset of the Stockholm EPR corpus, is an example of how constructed
tools, when applied to a large text set, can be useful for information extraction even
if they do not achieve perfect precision and recall. In the study, it could be con-
cluded that ’ischemia’ is much more frequently negated than the average disorder,
whereas ’atrial fibrillation’ and ’hypertension’ are less frequently negated. These
results, which were obtained by automatic methods, are consistent with frequen-
cies of negated disorders in manually annotated clinical data (Velupillai, 2011)1.

1This annotated corpus, which was created for studying automatic classification of factuality levels,
contained annotations for six different levels of factuality.
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9.2.2 Extending and evaluating terminologies

In Study IV, the constructed named entity recognition system was used for eval-
uation of SNOMED CT. There is of course room for improvements in the con-
structed rules for string matching, and more focus could be put on evaluating what
kind of annotated expressions that are not present in the terminologies and to what
extent these expressions ought to be included. It was concluded, however, that
as there was an increase in recall with the inclusion of other terminologies than
SNOMED CT, there are still expressions for the studied entities that occur in clin-
ical language that are not included in SNOMED CT.

A deeper analysis of terms that are not included in the terminologies could also
form the basis for expanding these terminologies. The suggested additions to the
terminologies would be limited to manually annotated expressions, however, as
no methods for recognising clinical entities apart from methods originating in ex-
isting terminologies were explored in the constructed systems. Therefore, more
advanced methods are needed for using named entity recognition for expanding
terminologies. Perfect precision, however, is not required for these methods, as in-
correct suggestions for new terms to be added to the terminology can be manually
filtered out. Also, a list of suggestions of terms to add to the terminology is useful
even if it is not complete, and therefore perfect recall is not required either.

9.2.3 Tools to use in daily patient care

There are very high demands on accuracy of a system that automatically extracts
structured data from the unstructured free text and presents it to health person-
nel; for instance, a system that summarises all disorders and findings in a patient’s
history. That is, this system might require a named entity recognition system with
almost perfect recall and acceptable precision, as well as a negation detection com-
ponent with almost perfect precision and acceptable recall. It could be argued that
such a system ought to be an improvement on a system that does not provide any
kind of patient overview, even a system with the low recall presented in Study IV,
as such a system would probably provide more information of the patient history
than can be gathered by manually skimming through the health record text. The
implications of the low recall, however, would probably be difficult to communi-
cate to users and they might therefore incorrectly perceive the presented informa-
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tion as always covering the whole patient history and therefore rely too much on
it.

The demands on applications facilitating the input of patient documentation are
probably lower, as there is a possibility of a manual review of the completeness
and accuracy of the information before it is added to the health record. Therefore,
the performance of the constructed negation detection system is likely to be high
enough for an application that automatically generates a problem list for example.
For extracting findings and disorders, however, the recall presented in Study IV is
likely to be too low for such a system to be useful.

When it comes to computer-assisted ICD-10 coding, on the other hand, the nega-
tion detection system constructed in Study II, together with the detection of
SNOMED CT disorders and findings that was used in Study III, was shown to
improve the automatic suggestion of ICD-10 codes when applied to a large data
set. Whether the mentioned SNOMED terms were negated or not was taken into
account when the model on which the similarity calculations were based was con-
structed. As the method used for detecting findings and disorders had very low
recall, as was shown in Study III, the authors hypothesised that the effect of nega-
tion detection might be larger if a better method for detecting clinical entities was
used. (Henriksson and Hassel, 2011)

Such a method is evaluated in Study IV, although recall is still low for this method,
it would probably be useful for improving a system for computer-assisted ICD-10
coding.

9.3 Future directions

As stated above, no comparison of the performance on the same corpus by
machine-learning methods (Velupillai, 2011) and the adaption of NegEx has been
has been carried out. Such a comparison, as well as an extension of the rule-based
system, for instance through including additional cues or incorporating informa-
tion from a parser, could be future research topics.

As regards machine learning-based named entity recognition of clinical entities, no
work has yet been conducted for Swedish clinical text. Future work will therefore
focus on investigating to what extent disorders, findings and body structures can



Discussion 67

be automatically detected by means of machine-learning methods. The Stockholm
EPR Clinical Entity Corpus needs to be further developed in order to achieve this.
No studies of inter-annotator agreement to evaluate the quality of the annotations
of the corpus have been performed, and such evaluation is therefore a topic for
future studies.

There are studies outside the domain of clinical text that exploit large corpora for
weak supervised learning of named entity recognition (Niu et al., 2003; Nadeau,
2007). As the Stockholm EPR Corpus is a large corpus, such methods might also
be used.

Another possible future direction is to implement and evaluate some of the above-
mentioned applications, such as using the constructed systems for generating hy-
potheses.

9.4 Main contributions

The main contribution of this licentiate thesis is that two useful systems for work-
ing with clinical text written in Swedish have been constructed and evaluated:

• A system for negation detection, that was adapted from English (Study II).

• A system for extracting disorders, findings and body structures mentioned
in Swedish clinical text (Study IV).

The constructed systems can for instance be used for hypothesis generation, ter-
minology evaluation and improvement of computer-assisted ICD-10 coding. The
systems can also be useful for generating features that can be used as input to
machine learning systems.

The two systems were constructed and evaluated separately, but have now been
combined into one system, performing named entity recognition of disorders, find-
ings and body structures as well as negation detection.2

2The program, which is still under development, is available here:
http://people.dsv.su.se/~mariask/resources.html.
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The Swedish negation detection system is also a demonstration of how a system
developed for English can be adapted for another, grammatically similar language.

Apart from the two systems, the annotated Stockholm EPR Clinical Entity Corpus
is a resource that can be used for future research.

Another contribution is that an evaluation of the coverage of the Swedish transla-
tion of SNOMED CT in clinical text from an emergency care unit has been carried
out, showing that there are entities that occur in clinical language but that are not
yet included in SNOMED CT.

9.5 General conclusions

In this licentiate thesis, it has been investigated to what extent rule-based methods
and the currently available medical terminologies for Swedish can be used for
automatically extracting mentioned findings and disorders in Swedish clinical text,
as well as for determining whether these are negated or not.

The results from the evaluation of the named entity recognition system showed that
disorders and findings were recognised with low recall, whereas body structures
were recognised with comparatively good results. The constructed named entity
recognition has been used for evaluating the coverage of SNOMED CT and could
probably also be used for e.g. hypothesis generation.

The negation detection system that was adapted to Swedish showed somewhat
lower results than the English version, but the system is still accurate enough to
be useful in some applications. It has been used for improving computer-assisted
ICD-10 coding (Henriksson and Hassel, 2011) as well as for estimating the fre-
quency of negated findings in a large corpus of clinical text.

The constructed systems need to be further developed, especially when it comes to
automatically recognising disorders and findings. As similar systems for recognis-
ing clinical findings in English text have been based on machine learning (Wang
and Patrick, 2009), the plan for future studies is to apply the same approach us-
ing Swedish annotated clinical text. The results from the rule-based systems that
have been constructed for this licentiate thesis will then be used for generating fea-
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tures which the machine-learning methods can utilise when learning to recognise
disorders and findings automatically.
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