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 SCIENTIFIC ACHIEVEMENTS 

  Brief account of own research profile 

Henrik Boström has worked on methods and applications of machine learning 
since 1988. His Ph.D. thesis in 1993 contributed with a new formulation of a 
learning framework, known as explanation-based learning, as a method for 
program transformation of logic programs. After his Ph.D. studies, he switched 
from purely deductive learning to inductive learning. The new research focus 
involved developing, evaluating and applying methods that allow for learning 
from complex data in order to support decision-making and whose result allows 
for human interpretation. By complex data is here meant data that may contain 
structure (e.g., hierarchically organized data) and data that reside in multiple 
databases. Standard methods from the field of machine learning, as well as 
traditional statistical methods, require that all data to be analyzed is flattened out 
and put in one single table, with the risk of introducing harmful order 
dependencies as well as loosing valuable information. This problem is especially 
significant when applying learning methods within the field of information fusion, 
since data to be analyzed come from multiple heterogeneous sources. A large 
number of methods have been proposed within the field of machine learning for 
learning from data in order to be able to support decision making (e.g., artifical 
neural networks).  One possible, additional benefit of a learning system is not only 
to be able to accurately suggest decisions, but also to provide the reasoning behind 
the decision as well as means to understand what are the important relationships in 
the analyzed data. Methods with this additional property are often referred to as 
methods for knowledge discovery. Rule learning methods are knowledge discovery 
methods that generate models in the form of if-then rules, which allow for direct 
interpretation. Henrik Boström has contributed with theoretical results and 
methods, systems and applications within the field of rule learning. The theoretical 
results and methods include: 

- Theoretical results regarding properties of rule learning methods 

- New methods for efficient rule learning in a logical framework 

- New methods for generating order-independent rules 

- New methods for analyzing structured data 

- New methods for applying learned rules 

- New criteria for rule generation 

More recently, his research focus has been on ensemble methods, i.e., techniques 
for generating sets of models that collectively form predictions by voting, in 
particular on ensembles of decision trees (random forests). Within this area he has 
contributed with: 



- Empirical investigations of strategies to combine votes  

- Investigations of the effect of probability corrections 

- Novel calibration methods for random forests 

- New methods to handle uncertain input features in trees and forests 

- Investigations of large-scale random forests through parallel execution 

He has initiated research on several related problems, both within rule and 
ensemble learning, which have been further studied by his Ph.D. students and 
research colleagues. Henrik Boström is the inventor and main developer of a 
number of machine learning systems, both public domain and commercial, the 
latter being provided by companies at which he has been working part-time. These 
systems have been developed in close co-operation with end-users from both 
industry and academia, often resulting in true interdisciplinary research.  

Application areas include: 

- Medicinal chemistry 

- Molecular biology 

- Natural language processing 

- Process optimization 
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Language in Logic, LNAI 1925, pages 237–246. Springer-Verlag, 2001. 

PhD thesis 

H. Boström. Explanation-based transformation of logic programs. Ph.D. thesis, Dept. of Computer 
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H. Boström. Generalizing goal orders as an approach to generalizing number. Licentiate thesis, Dept. 
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  Grants 

  Research council funds 

 Project leader for three projects funded by the Swedish Research Council: 

 2000 - 2003 1.2 MSEK Induction of Stochastic Logic Programs 

 1998 - 1999 0.6 MSEK Inductive Logic Programming for Knowledge 
Discovery in Databases 

 1997 - 1998 0.7 MSEK Inductive Logic Programming for Natural Language 
Processing  



 

  Funding from EU, trusts or other sources 

 Project leader for the following projects: 

 2012 - 2016 19 MSEK High-performance data mining for drug effect 
detection. Swedish Foundation for Strategic 
Research. Co-applicants: Hercules Dalianis, Lars 
Asker at Stockholm University and Ulf Johansson, 
Håkan Sundell at University of Borås.  

 2009 - 2011 2.9 MSEK INFUSIS - Information Fusion for In Silico 
Modelling in Pharmaceutical Research. The 
Knowledge Foundation. Project members: Ulf 
Johansson, Cecilia Sönströd at University of Borås, 
Elzbieta Dura at University of Skövde. 

 

  Editorial or advisory assignments in international periodicals. 

 Editorial boards 

 2008 -  Machine Learning 

 2006 -  Intelligent Data Analysis 

 2000 -  Journal of Machine Learning Research 

 2000 - 2002  Journal of Artificial Intelligence Research 

 

Conference program committees 

2011 ACM SIGKDD Conference on Knowledge Discovery and Data Mining 

2011 International Conference on Machine Learning 

2011 Twenty-Fifth Conference on Artificial Intelligence (AAAI) 

2011 International Symposium on Intelligent Data Analysis 

2011 The Fourteenth International Conference on Discovery Science 

2011 Scandinavian Conference on Artificial Intelligence  

2010 ACM SIGKDD Conference on Knowledge Discovery and Data Mining  

2010 International Conference on Machine Learning 

 - area chair for rule and decision tree learning 

2010 European Conference on Machine Learning and Principles and Practice 
of Knowledge Discovery in Databases 

2009 ACM SIGKDD Conference on Knowledge Discovery and Data Mining 

2009 International Conference on Machine Learning  

2009 European Conference on Machine Learning and Principles and Practice 
of Knowledge Discovery in Databases 

2009 International Conference on Information Fusion  

2009 International Conference on Hybrid Artificial Intelligence Systems 

2008 International Conference on Machine Learning 



2008 European Conference on Machine Learning and Principles and Practice 
of Knowledge Discovery in Databases  

2008 International Conference on Data Warehousing and Knowledge 
Discovery 

2007 European Conference on Machine Learning and Principles and Practice 
of Knowledge Discovery in Databases 

2007 International Conference on Data Warehousing and Knowledge 
Discovery 

2006 European Conference on Machine Learning and Principles and Practice 
of Knowledge Discovery in Databases - area chair for rule learning 

2006 European Conference on Artificial Intelligence 

2006 International Conference on Data Warehousing and Knowledge 
Discovery 

2005 International Conference on Machine Learning 

2005 European Conference on Machine Learning 

2005 European Conference on Principles and Practice of Knowledge 
Discovery in Databases 

2004 The European Conference on Machine Learning 

2004 The ECML/PKDD Workshop on Advances in Inductive Rule Learning 

2003 The European Conference on Machine Learning 

2003 The International Conference on Intelligent Systems for Molecular 
Biology 

2002 The European Conference on Machine Learning 

2002 The Workshop on Data Mining in Bioinformatics 

2001 The European Conference on Machine Learning 

2001 The International Conference on Inductive Logic Programming 

2000 The International Conference on Inductive Logic Programming 

2000 The International Conference on Intelligent Systems 

2000 The International Workshop on Learning Language in Logic 

1999 The International Conference on Inductive Logic Programming 

1999 The International Workshop on Learning Language in Logic 

1998 The International Conference on Inductive Logic Programming 

1997 The International Conference on Inductive Logic Programming 

1996 The International Conference on Inductive Logic Programming 

 

  Review / referee assignments 

 In addition to reviewing for the above journals and conferences, Henrik Boström 
has also reviewed for the following journals: 

 Data Mining and Knowledge Discovery 

 Information fusion 



 IEEE Transactions on Pattern Analysis and Machine Intelligence 

 Mathematical Problems in Engineering 

 The Journal of Logic Programming 

 AI Communications 

 The Journal for New Generation Computing 

 The Journal of Automated Software Engineering 

  

  Assignments as public examiner/opponent 

2011 Chair of the grading committee for PhD thesis of Gustaf Juell-Skielse, 
Stockholm University, Sweden. 

2011 Opponent at Tina Erlandsson's licentiate seminar, University of Skövde, 
Sweden. 

2011  Chair of the grading committee for PhD thesis of Kristofer Waldenström, 
Stockholm University, Sweden. 

2011 Opponent at Rikard Laxhammar's licentiate seminar, University of 
Skövde, Sweden. 

2011  Chair of the grading committee for PhD thesis of Atelach Alemu Argaw, 
Stockholm University, Sweden. 

2011 Opponent at Jamie Walter's licentiate seminar, Mid-Sweden University, 
Sundsvall, Sweden. 

2011  Chair of the grading committee for PhD thesis of Maria Riveiro, Örebro 
University, Sweden. 

2009  Member of the grading committee for PhD thesis of Marcin Kierczak, 
Uppsala University, Sweden. 

2008  Chair of the grading committee for PhD thesis of Fredrik Olsson, 
Gothenburg University, Sweden. 

2008  Member of the grading committee for PhD thesis of Martin Persson, 
Örebro University, Sweden. 

2008  Member of the grading committee for PhD thesis of Claes Andersson, 
Uppsala University, Sweden. 

2007  Member of the grading committee for PhD thesis of Daniel Gillblad, 
Royal Institute of Technology, Sweden. 

2007  Member of the grading committee for PhD thesis of Martin Hassel, 
Royal Institute of Technology, Sweden. 

2007  Member of the grading committee for PhD thesis of Ulf Johansson, 
Linköping University, Sweden. 

2006  Member of the grading committee for PhD thesis of Magnus Sahlgren, 
Stockholm University, Sweden. 

2006 Opponent at Niklas Lavesson's licentiate seminar, Blekinge Institute of 
Technology, Sweden. 

2005  Member of the grading committee for PhD thesis of Rickard Cöster, 
Stockholm University, Sweden. 



2005  Member of the grading committee for PhD thesis of Lisa Brouwers, 
Stockholm University, Sweden. 

2002  Member of the grading committee for PhD thesis of Beata Megyesi, 
Royal Institute of Technology, Sweden. 

 

  Assignments as outside expert 

2011 Expert evaluator of Ph.D. thesis prior to submission at Örebro 
University 

2010 Expert evaluator of application for promotion to docent at Blekinge 
Institute of Technology 

2005 Expert evaluator of candidates for a position as lecturer in computer and 
systems sciences at Dept. of Information Science at Uppsala University. 

 

  Own patent 

  H. Boström, United States Patent no. 7 379 941. Method for Efficiently Checking 
  Coverage of Rules Derived from a Logical Theory. Filed September 13, 2003. 
  Issued May 27, 2008. 

 

  Build up of, participation and cooperation in international networks 

 Locally responsible at Stockholm University for participation in the network of 
excellence in knowledge discovery (KDnet) during 2002 - 2004, which was 
funded by the European Commission under IST-2001-33086. Prior to that locally 
responsible for the participation in the networks of excellence in machine learning 
funded by the European Commission (MLnet and MLnet 2). 

 

  Other scientific leadership or development work 

  2002 -  Inventor and main developer of Rule Discovery System (RDS), 
provided by Compumine AB  

  2000 - 2002 Inventor and main developer of Virtual Predict, provided by 
Virtual Genetics AB  

 

  PEDAGOGICAL ACHIEVEMENTS 

 Account of own pedagogical experience  

Henrik Boström has developed, been responsible for, administrated, examined, 
lectured, held seminars and supervised at a large number of courses since 1988, 
primarily at Dept. of Computer and Systems Sciences, Stockholm University, 
within artificial intelligence, machine learning and data mining, logic 
programming and research methodology, several of which were given for students 
at the Royal Institute of Technology. He has also developed and given courses in 
cooperation with Karolinska Institutet and at University of Skövde. 

He has defined the syllabus, suggested course literature and designed teaching and 
learning activities for the courses. He has coordinated the work of involved 
teachers, up to ten teachers at a given course, and handled course administration, 
including budget and course evaluations. As examiner, he has been responsible for 
designing and correcting the examination, including written and oral tests as well 



as group assignments. As lecturer, he has lectured for both small and large groups 
of students, up to 300 students. As supervisor, he has guided students with their 
assignments, both in class rooms and through electronic conferences.  

 

 

  Own teaching effort at undergraduate and postgraduate level 

Henrik Boström has developed, been responsible for, administrated, examined, 
lectured, held seminars and supervised at the following courses.  If otherwise not 
stated, the courses were given at the Dept. of Computer and Systems Sciences, 
Stockholm University. Several of the courses were given for students at the Royal 
Institute of Technology (course code starting with “2I”): 

2011  Data mining (DAMI) 7.5 ECTS points - 150 students (co-
responsible)  

2011  Machine learning for extraction of medical knowledge (4HI017), 
Karolinska Institutet, 7.5 ECTS points - 8 students (co-responsible)  

2010 - 2011 Scientific methods and communication in computer and systems 
sciences (METOD) 7.5 ECTS points - up to 300 students 

2007 - 2008 Intelligent data analysis (IDA), University of Skövde, 7.5 ECTS 
points - 20 students 

2006  Research methodology and scientific communication (2I1614) 7.5 
ECTS points - 25 students 

1995 - 2006 Artificial intelligence (2I1140/INT1) 9 ECTS points - up to 150 
students 

2004 - 2006 Scientific communication and research methodology (2I1613) 4.5 
ECTS points - up to 60 students 

2004 - 2006 Medical decision and analysis systems (NMID09), Karolinska 
Institutet, 7.5 ECTS points - 20 students 

2000  Inductive logic programming (graduate course, 7.5 ECTS points) - 
10 students 

1997 - 2000 AI programming (*:55) 7.5 ECTS points - up to 40 students 

1993 - 1996   AI algorithms (*:52b) 4.5 ECTS points - up to 40 students 

1988 - 1993   AI and Prolog, 7.5 ECTS points - up to 20 students 

In addition to the above courses, he has regularly been giving lectures on other 
courses, including: 

 Machine learning 

 Web mining 

 Artificial intelligence and cognitive science 

 Logic programming 

 Knowledge-based systems 

 Knowledge representation 

 

  Design of own course materials 



Henrik Boström has produced compendia in both printed and electronic form, 
consisting of lecture slides, instructions, exercises, and solution manuals. He has 
furthermore developed resources for assignments and training in the form of 
computer programs and data sets. 

 

 

  Own pedagogical education  

 Henrik Boström participated in a course on doctoral student supervision at 
Stockholm University in 2009. 

 Henrik Boström participated in the course University Pedagogy at Stockholm 
University in 2004. 

   

  Pedagogical development effort 

 Since 1988, he regularly participates in pedagogical seminars at the Dept. of 
Computer and Systems Sciences (DSV) at Stockholm University. 

 

  Academic supervising experience 

  Degree project works  

 Henrik Boström has supervised 18 completed degree project works on bachelor 
and master level. The ten most recent are: 

 2011 Liu Yang. 30 credits. Exploiting information from data with uncertain 
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datasets.  

 2011     Ling Qing Wan. 15 credits. Effect of random forest’s parameter settings 
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 2011 Thomas Alexandridis and Johan Nyberg. 15 credits. Using input noise to 
improve predictive accuracy in ensembles of decision-tree classifiers. 
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 2005 Reza Daryaei and Sana Safai. 30 credits. Opponent modeling in poker 
using artificial intelligence. 
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 Doctoral degrees 
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of speech tagging, Dept. of Computer and Systems Sciences, Royal 
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Computer and Systems Sciences, Stockholm University. Main 
and primary supervisor. 

2009  Tuve Löfström. Utilizing Diversity and Performance Measures 
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University. 
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2004 - Main and primary supervisor for Sampath Deegalla, enrolled at 
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2005 - 2006 Deputy Head, Dept. of Computer and Systems Sciences, 
Stockholm University (200+ persons) 
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